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Open Change Orders
	Open Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	



[bookmark: _Toc354571552]
Accepted Change Orders
	Accepted Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	NANC 372
	Bellsouth 11/15/02
	SOA/LSMS Interface Protocol Alternatives

Business Need:

Refer to separate document.


	
	
	Func Backward Compatible:  TBD









May ’09 – Nov ‘12 LNPAWG, discussion:
The group has continued reviews during the monthly mtgs.

	High
	High / High

	NANC 403
	NeuStar

3/30/05
	Only allow Recovery Messages to be sent during Recovery

The current documentation does NOT specifically state that ALL recovery messages should only be sent to the NPAC during recovery (it is currently indicated for notifications and SWIM data).  This change order will clarify the documentation to include ALL data.

This will require some operational changes for Service Providers that utilize Network Data and/or Subscription Data recovery while in normal mode.
	TBD
	TBD
	Func Backward Compatible:  Yes

The proposed solution is to update the FRS, IIS and GDMO recovery description to indicate that network data and subscription data recovery requests sent during normal mode will be rejected.

No sunset policy will be implemented with this change order.


	Low
	None / None-Med

	NANC 403
(con’t)
	Proposed Resolution:

FRS, new requirements:
Req 1       All Data Recovery Only in Recovery Mode
NPAC SMS shall allow a SOA or LSMS to recover data ONLY in recovery mode.

Req 2       Recovery Restriction Tunable Parameter
NPAC SMS shall provide a Regional Recovery Restriction in Recovery Mode Only tunable parameter which is defined as an indicator on whether or not the restriction of recovery requests only is allowed while in recovery mode is supported by the NPAC SMS for a particular NPAC Region.

Req 3       Recovery Restriction Tunable Parameter Default
NPAC SMS shall default the Regional Recovery Restriction in Recovery Mode Only tunable parameter to TRUE.

Req 4       Recovery Restriction Tunable Parameter Modification
NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Regional Recovery Restriction in Recovery Mode Only tunable parameter.



IIS, section 5.2.1.9, add the following text:
All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).

IIS, section 5.3.4, change the following text:
Service Provider and Notification All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).



GDMO, lnpDownload notification, add the following text in the behavior section:
All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).

Dec 05 – moved to Accepted per LNPAWG discussion.





	NANC 417
	Syniverse 12/18/06
	Provide record count(s) for BDD Files and Delta BDD Files

Business Need:
Refer to separate document (last update Mar ’07).


	TBD
	FRS
	Func Backward Compatible:  TBD




	Low
	Low

	NANC 419
	AT&T

3/15/07
	User Prioritization of Recovery-Related Notifications

Business Need:
The existing NPAC Notification Priority process only allows a certain type of notification to have a different priority from another type.  Using this method, however, SOAs cannot distinguish between the reasons for a certain type of notification.  For example, a Status Attribute Value Change notification could indicate that all LSMSs successfully responded and a pending SV is moving to active, or it could indicate that a discrepant LSMS has just completed recovery and a partial-failure SV is moving to active.

As a result, an SP that is recovering SVs could cause the activating SOA to experience unintended delays in receiving notifications for different activities because the recovery process generates its own set of notifications.  This unintended delay could happen hours after the initial activity, when the SOA is otherwise relatively lightly loaded, causing confusion to the SOA users.


	
	
	Func Backward Compatible:  TBD

Develop a mechanism that further defines certain notifications as initiated by regular activity versus recovery activity.  With this change order the two instances would be differentiated, and an SP could indicate a different prioritization for one versus the other.

May ’07 APT:
The business need/scenario was explained during the APT meeting, with agreement from the group that the text captured the current business need.  The group also agreed to recommend acceptance of this change order by the LNPAWG.  The CMA will add additional text to this change order, then send out prior to the Jun ’07 LNPAWG con call, with a recommendation of approval from the APT.

Example of current notification:
Notification -- L-11.0 A1 SV SAVC Activates to new SP priority.
Definition -- When an INTER or INTRA SV has been created in the Local SMSs (or ‘activated‘ by the SOA) and the SV status has been set to:  Active or Partial-Failure. The notification is sent to both SOAs: Old and New. If the status has been set to Partial-Failure, this notification contains the list of Service Providers (SP) LSMSs that have failed to receive the broadcast.


	Med
	None / None

	NANC 419 (con’t)
	Proposed Resolution:
Add a new scenario to the list of notification priorities (42 listed in the FRS, Appendix C).  The new one will be specific to notifications generated as a result of recovery requests (not to be confused with notification recovery).  This will allow notifications generated where the reason is recovery to have a lower priority than the same notification generated where the reason is a SOA GUI user working real-time with a customer request.

In the example above, notification L-11.0 A1 would have a lower priority in a recovery-related SV activate scenario where one LSMS failed the initial SV activate download, but successfully recovered that SV activate download at a later time, whereas a different instance of notification L-11.0 A1 would have a higher priority in a regular SV activate scenario where all LSMSs successfully processed the SV activate download.

Jun ’07 LNPAWG con call:
The change order was accepted by the LNPAWG during the call.  Detailed requirements will begin to be developed.

Jul ’07 LNPAWG meeting:
Upon further discussion, it was agreed that instead of just one new notification that would be generated as a result of a recovery request, the type of activity (activate, modify, disconnect) should also be accounted for in the proposed solution.  The group will discuss the complexity of different types of activity, and whether this is needed and/or confusing to manage.  With this new ability to “change the order”, the issue of out-of-sequence notifications needs to be discussed as well.

The attached document describes the proposed new notifications in blue.  These will be discussed during the Sep ’07 LNPAWG meeting.



Sep ’07 LNPAWG meeting:
All participants were not available to discuss this at this time.  Discussion will carry forward into the Nov ’07 meeting.

Nov ’07 LNPAWG meeting:
After a brief discussion, it was agreed that no solid business case could be identified for keeping this at the “type of activity” level, so instead of one each for activate, modify, and disconnect, just a single recovery notification will be used for all three types.


	NANC 425
	LNPA WG

9/12/07
	Large Volume Port Transactions and SOA Throughput Using Message Efficiency (son of NANC 397)

Business Need:
Review the Sep ’07 meeting discussion in NANC 397.  Going forward, discussion of everything outside of the 25K/hr increase will be documented in this change order

Nov ’07 LNPAWG, discussion:
After some initial discussion on the various options of NANC 397 that have moved into NANC 425, the group questioned the need to continue looking into this change order when 397 will meet the performance needs.  The group agreed to let 425 go dormant for now, and will bring up in the future if necessary.

	
	
	Func Backward Compatible:  TBD


	N/A
	N/A / N/A

	NANC 431
	LNPA WG

3/12/08
	URI Fields (PoC)

Business Need:
Refer to separate document (last update Mar ’08).

	
	
	Func Backward Compatible:  Yes

Mar ’08 LNPAWG, discussion:
With the FCC lifting abeyance on NANC 400, discussion took place on the change order.  Several Service Providers requested that NANC 400 be broken up into four separate and distinct change orders, one for each URI Type.  These four will be 429, 430, 431, and 432.





	Low
	Med / Med-High (new down-stream inter-face).  After first one, next one is Low.

	NANC 432
	LNPA WG

3/12/08
	URI Fields (Presence)

Business Need:
Refer to separate document (last update Mar ’08).

	
	
	Func Backward Compatible:  Yes

Mar ’08 LNPAWG, discussion:
With the FCC lifting abeyance on NANC 400, discussion took place on the change order.  Several Service Providers requested that NANC 400 be broken up into four separate and distinct change orders, one for each URI Type.  These four will be 429, 430, 431, and 432.





	Low
	Med / Med-High (new down-stream inter-face).  After first one, next one is Low.

	NANC 437
	Telcordia

1/8/09
	Multi-Vendor NPAC SMS Solution

Business Need:
Refer to separate document.



	
	
	Func Backward Compatible:  TBD

Jan ’09 LNPAWG, discussion:
A walk-thru of the proposed solution took place.  Telcordia will be providing addition information prior to the Mar ’09 LNPAWG meeting.

Mar ’09 LNPAWG, discussion:
A walk-thru of some of the documents provided in Feb were reviewed.  Further review will take place during the Apr con call, and the May face-to-face mtgs.

May ’09 – Jul ‘10 LNPAWG, discussion:
The group has continued reviews during the monthly mtgs.

	TBD
	TBD

	NANC 447
	AT&T

11/01/11
	NPAC Support for CMIP over TCP/IPv6

Business Need:
Refer to separate document.



	
	
	Func Backward Compatible:  Yes

Nov ’11 LNPAWG, discussion:
A walk-thru of the proposed change order took place.  The group accepted the change order.

Mar ’12 LNPAWG, discussion:
The group agreed to forward the change order to the NAPM LLC, to request an SOW from Neustar.

	TBD
	TBD

	NANC 449
	Comcast

3/14/12
	Active/Active SOA Connection to NPAC – same SPID

Business Need:
Refer to separate document.





	
	
	Func Backward Compatible:  Yes

Mar ’12 LNPAWG, discussion:
A walk-thru of the proposed solution took place.  The group accepted the change order.

May ‘12 – Sep ‘12 LNPAWG, discussion:
The group has continued reviews during the monthly mtgs.

	TBD
	TBD

	NANC 452
	Verizon Wireless

11/20/12
	Ethernet Connectivity to the NPAC

Business Need:
Refer to separate document.



	
	
	Func Backward Compatible:  Yes

Jan ’13 LNPAWG, discussion:
A walk-thru of the proposed solution took place.  The group accepted the change order.


	TBD
	TBD
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Next Documentation Release Change Orders
	Next Documentation Release Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	NANC 450
	LNPA WG

06/04/12
	Doc-Only Change Order: FRS/IIS Updates

Business Need:
Update the current documentation to be consistent and reflect current behavior.

1. IIS.  Flow B5.1.4, Subscription Version Create by Second SOA (Old Service Provider) with Authorization to Port.  Clarify subscription-status-change-cause-code field is required.  The following will be added to the bulleted list of attributes, “subscriptionStatusChangeCauseCode (set to no-value-needed)”.
2. IIS.  Flow B5.2.7, Subscription Version Modify Disconnect Pending Using M-ACTION by Service Provider SOA.  Change attributes in step 2 in picture, from SV status = sending and SV Broadcast TS – to – SV Modified TS.


	
	
	Func Backward Compatible:  Yes

Update the FRS/IIS.

	None
	None / None

	NANC 451
	Neustar

11/21/12
	Doc-Only Change Order: GDMO Updates

Business Need:
Update the current documentation to be consistent and reflect current behavior.

Audit Results Failed List
-- 11.0  LNP Audit Result Failed Service Provider List

auditResultFailed-SP-List ATTRIBUTE
   WITH ATTRIBUTE SYNTAX LNP-ASN1.Failed-SP-List;
   MATCHES FOR EQUALITY;
   BEHAVIOUR auditResultFailed-SP-ListBehavior;
   REGISTERED AS {LNP-OIDS.lnp-attribute 11};

auditResultFailed-SP-ListBehavior BEHAVIOUR
   DEFINED AS !
    This attribute is used to store, in an audit results
    notification in a log record, the list of failed service
    providers for an audit that failed due to failures on Local
    SMSs. that either don’t support audit queries or those 
    that didn’t successfully respond to the audit queries.


	Func Backward Compatible:  Yes

Update the GDMO.

	None
	None / None
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Current Development Release Change Orders
	Current Development Release Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS
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Awaiting SOW Change Orders
	Awaiting SOW Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	NANC 372
	Bellsouth 11/15/02
	SOA/LSMS Interface Protocol Alternatives

Business Need:

Refer to separate document.


	
	
	Func Backward Compatible:  TBD








May ’09 – Jan ‘13 LNPAWG, discussion:
The group has continued reviews during the monthly mtgs.

Mar ’13 LNPAWG, discussion:
The group agreed to forward the change order to the NAPM LLC, to request an SOW from Neustar.

Current version of delta FRS, XIS, and XSD can be found on the NPAC website.
	High
	High / High

	NANC 452
	Verizon Wireless

11/20/12
	Ethernet Connectivity to the NPAC

Business Need:
Refer to separate document.






	
	
	Func Backward Compatible:  Yes

Jan ’13 LNPAWG, discussion:
A walk-thru of the proposed solution took place.  The group accepted the change order.

Mar ’13 LNPAWG, discussion:
A walk-thru of the Ethernet Private Line Connectivity powerpoint presentation took place.  The group agreed to forward the change order to the NAPM LLC, to request an SOW from Neustar.

	TBD
	TBD
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Approved SOW Change Orders
	Approved SOW Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS
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	Cancel - Pending Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	



[bookmark: _Toc434399578][bookmark: _Toc434399780][bookmark: _Toc445026503][bookmark: _Toc354571558]
Current Release Change Orders
	Current Release Change Orders

	Chg Order #
	Orig. / Date
	Description
	Priority
	Category
	Proposed Resolution
	Level of Effort

	
	
	
	
	
	
	NPAC
	SOA LSMS

	
	
	See Implemented List for details on Release 3.4.x.
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Summary of Change Orders

	Release # / Target Date
	Change Orders
	Backward Compatible

	Open
	
	

	Accepted
	NANC 372 – SOA/LSMS Interface Protocol Alternatives
NANC 403 –Only allow Recovery Messages to be sent during Recovery
NANC 417 – Provide record count(s) for BDD Files and Delta BDD Files
NANC 419 – User Prioritization of Recovery-Related Notifications
NANC 425 – Large Volume Port Trans and SOA Throughput Using Message Efficiency (son of NANC 397)
NANC 431 – URI Fields (PoC)
NANC 432 – URI Fields (Presence)
NANC 437 – Multi-Vendor NPAC SMS Solution
NANC 447 – NPAC Support for CMIP over TCP/IPv6
NANC 449 – Active/Active SOA Connection to NPAC – same SPID
NANC 452 – Ethernet Connectivity to the NPAC

	

	Next Doc Release
	NANC 450 – Doc-Only Change Order: FRS/IIS Updates
NANC 451 – Doc-Only Change Order: GDMO Updates

	

	Current Development Release
	
	

	Awaiting SOW
	NANC 372 – SOA/LSMS Interface Protocol Alternatives
NANC 452 – Ethernet Connectivity to the NPAC

	

	Approved SOW
	
	

	Cancel-Pending
	
	

	Current Release
	See Implemented List for details on R3.4.x
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NANC 417 – Working Copy




Origination Date:  12/18/06

Originator:  Syniverse Technologies

Change Order Number:  NANC 417

Description:  Provide record count(s) for BDD files and Delta BDD files

Cumulative SP Priority, Weighted Average:  


Pure Backwards Compatible:  Yes

IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		N

		N

		N

		Low

		TBD

		TBD





Business Need:


When a BDD file is distributed, the number of records that are included in the file is not known.  In order to ensure that the file was completely generated and received intact, a record count for the file should be included.


Since the NPAC is considered the database of record, alternatives such as counting the lines in the BDD file to compare it to what is currently in the LSMS are not considered genuinely accurate since the number of records could match, yet the content could be different.  Even a small difference in the pool block BDD file can make a significant impact on the network, because of the 1000-to-1 representation.  Therefore it is prudent to take steps to eliminate errors before processing the BDD files.  This could include creating a record count or “snapshot” of the file contents when the BDD file is created.  This will provide a reference point to compare to the BDD files received.  Currently, there is no way to validate the record counts in the BDD files as they are received, thereby ensuring data integrity.

Description of Change:


This change order would add a record count to the BDD file.  Since the BDD file contains detailed information on a row-by-row basis, the count would have to be added in either the file name or in a comment record, depending on the technical implementation.

There may be backward-compatibility issues that need to be discussed and resolved.

The requested record count would apply to all five file types (SPID, NPA-NXX, dash-X, LRN, NPB, SV).

In the case of delta BDDs, which are run from the NPAC GUI, the same principal(s) would be applied for the record count



1. 

2. 

3. 

4. 

Requirements:


1. 

2. 

3. 

Req 1
Service Provider BDD Record Count Indicator


NPAC SMS shall provide a Service Provider BDD Record Count Indicator tunable parameter which defines whether a Service Provider supports the commented record count information in their BDD Files.


Req 2
Service Provider BDD Record Count Indicator Default


NPAC SMS shall default the Service Provider BDD Record Count Indicator tunable parameter to FALSE.


Req 3
Service Provider BDD Record Count Indicator Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider BDD Record Count Indicator tunable parameter.

Updates (larger font blue italics) to Appendix E of the FRS.

Appendix E.  Download File Examples


The NPAC can generate Bulk Data Download files for Network Data (including SPID, LRN, NPA-NXX and NPA-NXX-X), Subscription Versions (including Number Pool Blocks) and Notifications. 


All fields within files discussed in the following section are variable length.  The download reason in all “Active-like” download files is always set to new.  The download reason in all “Latest View” download files is set to the appropriate download reason based on activation/modification/deletion activity.  ASCII 13 is the value used as the value for carriage return (CR) in the download files.  

All Time Stamps contained within the download files and SMURF files, and file names are in GMT (Greenwich Mean Time).  Files that contain three timestamps reference the time the files is created, and start and end time range.  When the time range is not specified, the default start timestamp is 00-00-0000000000 and the default end timestamp is 99-99-9999999999.


The record count information will be added to the end of the BDD files.  It will start with a pound sign (#) followed by the number of data records in the file.  For example, if there are twenty-two (22) LRN records in the file, the 23rd line would contain a pound sign, a space, and the number 22.  The record count information will only be included in the BDD file if the Service Provider’s BDD Record Count Indicator is set to TRUE.

Assumptions:


1. 

2. 

3. 

4. None.

IIS


No Change Required.

GDMO


No Change Required.

ASN.1




No Change Required.
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SOA Notification Priority Tunables


Many notifications are sent to both the Old Service Provider and the New Service Provider.  As indicated in the table below, some of these notifications can have different priorities based on whether the Service Provider is acting as the Old Service Provider or the New Service Provider for the port.  During the notification evaluation process this option was not given to all notifications that are sent to both the Old Service Provider and the New Service Provider for one or more reasons.  Some of those reasons were:


· volume of the particular notification was very small


· importance of the particular notification was determined to be equal whether a Service Provider was acting as the Old Service Provider or the New Service Provider for the port


		#

		Notification Name

		Priority



		

		[snip]

		



		L-11.0


A1

		Subscription Version Status Attribute Value Change Notification – Activates – To the New Service Provider – Normal Processing

When an INTER or INTRA SV has been created in the Local SMSs (or ‘activated‘ by the SOA) and the SV status has been set to:  Active or Partial-Failure. The notification is sent to both SOAs: Old and New. If the status has been set to Partial-Failure, this notification contains the list of Service Providers (SP) LSMSs that have failed to receive the broadcast. 


Note:  See L-11.0 E for Deletes and L-11.0 F for Modify Actives

		MEDIUM



		L-11.0


tbd1

		Subscription Version Status Attribute Value Change Notification – Activates – To the New Service Provider – Recovery Processing


Same type of notification as L-11.0 A1, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.


Note:  See L-11.0 tbd2 for Deletes and L-11.0 tbd3 for Modify Actives

		MEDIUM



		L-11.0


A1.5

		Subscription Version Status Attribute Value Change Notification – Activates – To the Old Service Provider – Normal Processing

When an INTER or INTRA SV has been created in the Local SMSs (or ‘activated‘ by the SOA) and the SV status has been set to:  Active or Partial-Failure. The notification is sent to both SOAs: Old and New. If the status has been set to Partial-Failure, this notification contains the list of Service Providers (SP) LSMSs that have failed to receive the broadcast. 


Note:  See L-11.0 E for Deletes and L-11.0 F for Modify Actives

		MEDIUM



		L-11.0


tbd1.5

		Subscription Version Status Attribute Value Change Notification – Activates – To the Old Service Provider – Recovery Processing

Same type of notification as L-11.0 A1.5, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.


Note:  See L-11.0 tbd2 for Deletes and L-11.0 tbd3 for Modify Actives

		MEDIUM



		

		[snip]

		



		L-11.0


E

		Subscription Version Status Attribute Value Change Notification – set to OLD – Normal Processing

When the SV status has been set to old.  (Port to Original, port-of-a port, port to original of a Pool TN (or snap back), disconnect, disconnect of a ported Pool TN).  The notification is received only by those SOAs that actually have the SV in their local DB. It varies with the scenario.


Note:  See L-11.0 A1.5 for Activates and L-11.0 F for Modify Actives

		MEDIUM



		L-11.0


tbd2

		Subscription Version Status Attribute Value Change Notification – set to OLD – Recovery Processing

Same type of notification as L-11.0 E, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.


Note:  See L-11.0 tbd1.5 for Activates and L-11.0 tbd3 for Modify Actives

		MEDIUM



		L-11.0


F

		Subscription Version Status Attribute Value Change Notification – Modify active – Normal Processing

When an Active SV has been modified in the LSMS or there has been a cancellation of a Disconnect-Pending SV and the status of the SV has been re-set to Active (with or without a Fail-SP-List). The notification is sent only to the current SOA.


Note:  See L-11.0 A1 for Activates and L-11.0 E for Deletes

		MEDIUM



		L-11.0


tbd3

		Subscription Version Status Attribute Value Change Notification – Modify active – Recovery Processing

Same type of notification as L-11.0 F, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.


Note:  See L-11.0 tbd1 for Activates and L-11.0 tbd2 for Deletes

		MEDIUM



		

		[snip]

		



		L-13.0


A




		Number Pool Block Status Attribute Value Change Notification – Normal Processing

The Pool Block has being created in the LSMSs (EDR and Non_EDR) and the Block Status has being set to Active or Partial Failure;

		MEDIUM



		L-13.0


tbd4




		Number Pool Block Status Attribute Value Change Notification – Recovery Processing

Same type of notification as L-13.0 A, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.

		MEDIUM



		

		[snip]

		



		L-13.0


D




		Number Pool Block Status Attribute Value Change Notification – Normal Processing

The attributes in the Pool Block have been modified in the LSMSs (EDR and Non-EDR) and the Block Status has been re-set to Active (with or without fail-sp-list).

		MEDIUM



		L-13.0


tbd5



		Number Pool Block Status Attribute Value Change Notification – Recovery Processing

Same type of notification as L-13.0 D, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.

		MEDIUM



		L-13.0


E




		Number Pool Block Status Attribute Value Change Notification – Normal Processing

When a Pool Block has been ‘de-pooled’ from the LSMSs (EDR and Non-EDR) and the Block Status has been set to Old (with or without fail-sp-list).

		MEDIUM



		L-13.0


tbd6




		Number Pool Block Status Attribute Value Change Notification – Recovery Processing

Same type of notification as L-13.0 E, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.

		MEDIUM



		

		[snip]

		



		

		

		





Table C- 7 – SOA Notification Priority Tunables
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New Change Orders – Working Copy




Origination Date:  03/12/08

Originator:  LNPAWG

Change Order Number:  NANC 431

Description:  URI Fields (PoC)

Cumulative SP Priority, Weighted Average:  N/A


Functionally Backwards Compatible:  Yes

IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		Y

		Y

		Y

		Y

		Y





Business Need:


Multimedia Media Messaging Service (PoC) Field:


There is a need to enable the ability for SPs and Clearinghouses to look up routing information for IP-based services associated with ported and pooled numbers.  Since default CO code level data does not apply for these TNs, query engines need to be provisioned with a portability and pooling correction.  The addition of this field will satisfy this need and enable both individual SPs, as well as Service Bureaus, to automatically update their look up engines with the new routing data.  This IP-service routing field is in fact directly analogous to the existing SS7-based DPC/SSN routing fields already supported by NPAC (i.e. – ISVM, LIDB, WSMSC, etc…).


Description of Change:


The NPAC/SMS will provide the ability to provision an PoC URI for each SV and Pooled Block record.


This information will be provisioned by the SOA and broadcast to the LSMS upon activation of the SV or Pooled Block and upon modification for those SOA and LSMS associations optioned “on” to send and receive this data.


This field shall be added to the Bulk Data Download file, and be available to a Service Provider’s SOA/LSMS.


This field will be supported across the interface on an opt-in basis only and will be functionally backward compatible.


The OptionalData CMIP attribute will be populated with an XML string.  The string is defined by the schema documented in the XML section below.  XML is used to provide future flexibility to add additional fields to the SV records and Pool Block records when approved by the LLC.

Major points/processing flow/high-level requirements:


This change order proposes to add a new field to the subscription version and number pool block objects.  Hence, the FRS, IIS, GDMO, and ASN.1 will need to reflect the addition of this field.  This new field will cause changes to the NPAC CMIP interface, however they will be functionally backward compatible and optional by service provider.


Requirements:


Section 1.2, NPAC SMS Functional Overview


Add a new section that describes the functionality of the PoC URI (Uniform Resource Identifier) Field (Optional Data).  See description of Change above.


Section 3.1, NPAC SMS Data Models


Add new attribute for the PoC URI (Uniform Resource Identifier) Field (Optional Data).  See below:


		NPAC CUSTOMER DATA MODEL



		Attribute Name

		Type (Size) 

		Required

		Description



		[snip]

		

		

		



		NPAC Customer SOA PoC URI Indicator

		B

		(

		A Boolean that indicates whether the NPAC Customer supports PoC URI information from the NPAC SMS to their SOA.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.


The default value is False.






		NPAC Customer LSMS PoC URI Indicator

		B

		(

		A Boolean that indicates whether the NPAC Customer supports PoC URI information from the NPAC SMS to their LSMS.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.


The default value is False.



		[snip]

		

		

		





Table 3-2 NPAC Customer Data Model


		Subscription Version Data MODEL



		Attribute Name

		Type (Size)

		Required

		Description



		[snip]

		

		

		



		PoC URI

		C (255)

		

		PoC URI for Subscription Version.


This field may only be specified if the service provider SOA supports PoC URI.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.



		[snip]

		

		

		





Table 3‑6 Subscription Version Data Model


		number pooling block hoder information Data MODEL



		Attribute Name

		Type (Size)

		Required

		Description



		[snip]

		

		

		



		PoC URI

		C (255)

		

		PoC URI for Number Pool Block.


This field may only be specified if the service provider SOA supports PoC URI.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.



		[snip]

		

		

		





Table 3‑8 Number Pooling Block Holder Information Data Model


R3-7.2 
Administer Mass update on one or more selected Subscription Versions


NPAC SMS shall allow NPAC personnel to specify a mass update action to be applied against all Subscription Versions selected (except for Subscription Versions with a status of old, partial failure, sending, disconnect pending or canceled) for LRN, DPC values, SSN values, PoC URI (if the requesting SOA supports PoC URI data), Billing ID, End User Location Type or End User Location Value.


RR3-210
Block Holder Information Mass Update – Update Fields


NPAC SMS shall allow NPAC Personnel, via a mass update, to update the block holder default routing information (LRN, DPC(s), and SSN(s), PoC URI (if the requesting SOA supports PoC URI data)), for a 1K Block as stored in the NPAC SMS.  (Previously B-762)


R3‑8
Off-line batch updates for Local SMS Disaster Recovery


NPAC SMS shall support an off‑line batch download (via 4mm DAT tape and FTP file download) to mass update Local SMSs with Subscription Versions, NPA-NXX-X Information, Number Pool Block and Service Provider Network data.


The contents of the batch download are:


· Subscriber data:


· [snip]


· PoC URI (for Local SMSs that support PoC URI)


·  [snip]


· Block Data


· [snip]


· PoC URI, (for Local SMSs that support PoC URI data)


·  [snip]


RR3-79.1
Number Pool NPA-NXX-X Holder Information – Routing Data Field Level Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, are valid according to the formats specified in the Block Data Model upon Block creation scheduling for a Number Pool, or when re-scheduling a Block Create Event:  (Previously N-75.1).


[snip]


PoC URI (if supported by the Block Holder SOA)


RR3-149
 Addition of Number Pooling Block Holder Information – Field-level Data Validation

NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, is valid according to the formats specified in the Subscription Version Data Model upon Block creation for a Number Pool:  (Previously B-250)


[snip]


PoC URI (if supported by the Block Holder SOA)


RR3-157
Modification of Number Pooling Block Holder Information – Routing Data


NPAC SMS shall allow NPAC personnel, Service Provider via the SOA to NPAC SMS Interface, or Service Provider via the NPAC SOA Low-tech Interface, to modify the block holder default routing information (LRN, DPC(s), and SSN(s)), and PoC URI field (if supported by the Block Holder SOA), for a 1K Block as stored in the NPAC SMS.  (Previously B-320)


R4-8
Service Provider Data Elements

NPAC SMS shall require the following data if there is no existing Service Provider data:


[snip]


NPAC Customer SOA PoC URI Support Indicator


NPAC Customer LSMS PoC URI Support Indicator


R5‑16
Create Subscription Version - New Service Provider Optional input data


NPAC SMS shall accept the following optional fields from NPAC personnel or the new Service Provider upon Subscription Version creation for an Inter-Service Provider port:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


R5‑18.1
Create Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Inter-Service Provider port:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


RR5-5
Create “Intra-Service Provider Port” Subscription Version - Current Service Provider Optional Input Data


NPAC SMS shall accept the following optional fields from the NPAC personnel or the Current Service Provider upon a Subscription Version Creation for an Intra-Service Provider port:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


RR5-6.1
Create “Intra-Service Provider Port” Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Intra-Service Provider port:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


R5‑27.1
Modify Subscription Version - New Service Provider Data Values


NPAC SMS shall allow the following data to be modified in a pending or conflict Subscription Version for an Inter-Service Provider or Intra-Service Provider port by the new/current Service Provider or NPAC personnel:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


R5‑28
Modify Subscription Version - New Service Provider Optional input data.


NPAC SMS shall accept the following optional fields from the NPAC personnel or the new Service Provider upon modification of a pending or conflict Subscription version:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


R5‑29.1
Modify Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification.


· [snip]


· PoC URI (if supported by the Service Provider SOA)


R5‑36
Modify Active Subscription Version - Input Data


NPAC SMS shall allow the following data to be modified for an active Subscription Version:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


R5‑37
Active Subscription Version - New Service Provider Optional input data.


NPAC SMS shall accept the following optional fields from the new Service Provider or NPAC personnel for an active Subscription Version to be modified:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


R5‑38.1
Modify Active Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification of an active version:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


R5-74.3
Query Subscription Version - Output Data


NPAC SMS shall return the following output data for a Subscription Version query request initiated by NPAC personnel or a SOA to NPAC SMS interface user:


· [snip]


· PoC URI (if supported by the Service Provider SOA)


R5-74.4
Query Subscription Version - Output Data


NPAC SMS shall return the following output data for a Subscription Version query request initiated over the NPAC SMS to Local SMS interface:


· [snip]


· PoC URI (if supported by the Service Provider LSMS)


RR5-91
Addition of Number Pooling Subscription Version Information – Create “Pooled Number” Subscription Version


NPAC SMS shall automatically populate the following data upon Subscription Version creation for a Pooled Number port:  (Previously SV-20)


· [snip]


· PoC URI (Value set to same field as Block)


Req 1 – Service Provider SOA PoC URI Edit Flag Indicator


NPAC SMS shall provide a Service Provider SOA PoC URI Edit Flag Indicator tunable parameter which defines whether a SOA supports PoC URI.


Req 2 – Service Provider SOA PoC URI Edit Flag Indicator Default


NPAC SMS shall default the Service Provider SOA PoC URI Edit Flag Indicator tunable parameter to FALSE.


Req 3 – Service Provider SOA PoC URI Edit Flag Indicator Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SOA PoC URI Edit Flag Indicator tunable parameter.

Req 4 – Service Provider LSMS PoC URI Edit Flag Indicator


NPAC SMS shall provide a Service Provider LSMS PoC URI Edit Flag Indicator tunable parameter which defines whether an LSMS supports PoC URI.


Req 5 – Service Provider LSMS PoC URI Edit Flag Indicator Default


NPAC SMS shall default the Service Provider LSMS PoC URI Edit Flag Indicator tunable parameter to FALSE.


Req 6 – Service Provider LSMS PoC URI Edit Flag Indicator Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider LSMS PoC URI Edit Flag Indicator tunable parameter.

Req 7
Activate Subscription Version - Send PoC URI to Local SMSs


NPAC SMS shall, for a Service Provider that supports PoC URI, send the PoC URI attribute for an activated Inter or Intra-Service Provider Subscription Version port via the NPAC SMS to Local SMS Interface to the Local SMSs.

Req 8
Activate Number Pool Block - Send PoC URI to Local SMSs


NPAC SMS shall, for a Service Provider that supports PoC URI, send the PoC URI attribute for an activated Number Pool Block via the NPAC SMS to Local SMS Interface to the Local SMSs.

Req 9
Audit for Support of PoC URI


NPAC SMS shall audit the PoC URI attribute as part of a full audit scope, only when a Service Provider’s LSMS supports PoC URI.

Appendix B – Glossary


URI – Uniform Resource Identifier


Appendix E – Bulk Data Download File Examples.


NOTE:  If a Service Provider supports PoC URI, the format of the Bulk Data Download file will contain delimiters for the attribute.


		Explanation of the fields in the subscription download file



		Field Number

		Field Name

		Value in Example



		1

		Version Id 

		0000000001



		[snip]

		

		



		999

		PoC URI

		Not present if LSMS or SOA does not support the PoC URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.



		

		

		





Table E- 1 -- Explanation of the Fields in The Subscription Download File


		Explanation of the fields in the Block download file



		Field Number

		Field Name

		Value in Example



		1

		Block  Id 

		1



		[snip]

		

		



		999

		PoC URI

		Not present if LSMS or SOA does not support the PoC URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.



		

		

		





Table E- 6 -- Explanation of the Fields in The Subscription Download File


IIS


Addition to the current IIS flow descriptions that relate to SV and NPB attributes.


Flow B.4.4.1 – Number Pool Block Create/Activate by SOA


Flow B.4.4.2 – Number Pool Block Create by NPAC SMS


Flow B.4.4.12 – Number Pool Block Modify by NPAC SMS


Flow B.4.4.13 – Number Pool Block Modify by Block Holder SOA


If the “SOA Supports PoC URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:


PoC URI

Flow B.5.1.2 – Subscription Version Create by the Initial SOA (New Service Provider)


Flow B.5.1.3 – Subscription Version Create by Second SOA (New Service Provider)


Flow B.5.1.11 – Subscription Version Create for Intra-Service Provider Port


[snip]


The following items may optionally be provided unless subscriptionPortingToOriginal-SP is true:


[snip]


PoC URI – if supported by the Service Provider SOA


Flow B.5.2.1 – Subscription Version Modify Active Version Using M-ACTION by a Service Provider SOA


Flow B.5.2.3 – Subscription Version Modify Prior to Activate Using M-ACTION


Flow B.5.2.4 – Subscription Version Modify Prior to Activate Using M-SET


[snip]


The current service provider can only modify the following attributes:


[snip]


PoC URI – if supported by the Service Provider SOA


Flow B.5.6 – Subscription Version Query


[snip]


The query return data includes:


[snip]


PoC URI – if supported by the Service Provider (SOA, LSMS)


GDMO:


No Change Required.


ASN.1:


No Change Required.


XML:


Note – the XML shown below is existing NANC 399 and new NANC 428.


<?xml version="1.0" encoding="UTF-8"?>


<xs:schema targetNamespace="urn:npac:lnp:opt-data:1.0" elementFormDefault="qualified" attributeFormDefault="unqualified" xmlns:xs="http://www.w3.org/2001/XMLSchema" xmlns="urn:npac:lnp:opt-data:1.0">


   <xs:simpleType name="SPID">


      <xs:restriction base="xs:string">


         <xs:length value="4"/>


      </xs:restriction>


   </xs:simpleType>


   <xs:simpleType name="Generic-URI">


      <xs:restriction base="xs:string">


         <xs:minLength value="1"/>


         <xs:maxLength value="255"/>


      </xs:restriction>


   </xs:simpleType>


   <xs:complexType name="OptionalData">


      <xs:sequence>


        <xs:element name="ALTSPID" type="SPID" nillable="true" minOccurs="0"/>


        <xs:element name="POCURI" type="Generic-URI" nillable="true" minOccurs="0"/>


      </xs:sequence>


   </xs:complexType>


   <xs:element name="OptionalData" type="OptionalData"/>


</xs:schema>
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New Change Orders – Working Copy




Origination Date:  03/12/08

Originator:  LNPAWG

Change Order Number:  NANC 432

Description:  URI Fields (Presence)

Cumulative SP Priority, Weighted Average:  N/A


Functionally Backwards Compatible:  Yes

IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		Y

		Y

		Y

		Y

		Y





Business Need:


Multimedia Media Messaging Service (Presence) Field:


There is a need to enable the ability for SPs and Clearinghouses to look up routing information for IP-based services associated with ported and pooled numbers.  Since default CO code level data does not apply for these TNs, query engines need to be provisioned with a portability and pooling correction.  The addition of this field will satisfy this need and enable both individual SPs, as well as Service Bureaus, to automatically update their look up engines with the new routing data.  This IP-service routing field is in fact directly analogous to the existing SS7-based DPC/SSN routing fields already supported by NPAC (i.e. – ISVM, LIDB, WSMSC, etc…).


Description of Change:


The NPAC/SMS will provide the ability to provision a Presence URI for each SV and Pooled Block record.


This information will be provisioned by the SOA and broadcast to the LSMS upon activation of the SV or Pooled Block and upon modification for those SOA and LSMS associations optioned “on” to send and receive this data.


This field shall be added to the Bulk Data Download file, and be available to a Service Provider’s SOA/LSMS.


This field will be supported across the interface on an opt-in basis only and will be functionally backward compatible.


The OptionalData CMIP attribute will be populated with an XML string.  The string is defined by the schema documented in the XML section below.  XML is used to provide future flexibility to add additional fields to the SV records and Pool Block records when approved by the LLC.

Major points/processing flow/high-level requirements:


This change order proposes to add a new field to the subscription version and number pool block objects.  Hence, the FRS, IIS, GDMO, and ASN.1 will need to reflect the addition of this field.  This new field will cause changes to the NPAC CMIP interface, however they will be functionally backward compatible and optional by service provider.


Requirements:


Section 1.2, NPAC SMS Functional Overview


Add a new section that describes the functionality of the Presence URI (Uniform Resource Identifier) Field (Optional Data).  See description of Change above.


Section 3.1, NPAC SMS Data Models


Add new attribute for the Presence URI (Uniform Resource Identifier) Field (Optional Data).  See below:


		NPAC CUSTOMER DATA MODEL



		Attribute Name

		Type (Size) 

		Required

		Description



		[snip]

		

		

		



		NPAC Customer SOA Presence URI Indicator

		B

		(

		A Boolean that indicates whether the NPAC Customer supports Presence URI information from the NPAC SMS to their SOA.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.


The default value is False.



		NPAC Customer LSMS Presence URI Indicator

		B

		(

		A Boolean that indicates whether the NPAC Customer supports Presence URI information from the NPAC SMS to their LSMS.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.


The default value is False.



		[snip]

		

		

		





Table 3-2 NPAC Customer Data Model


		Subscription Version Data MODEL



		Attribute Name

		Type (Size)

		Required

		Description



		[snip]

		

		

		



		Presence URI

		C (255)

		

		Presence URI for Subscription Version.


This field may only be specified if the service provider SOA supports Presence URI.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.



		[snip]

		

		

		





Table 3‑6 Subscription Version Data Model


		number pooling block hoder information Data MODEL



		Attribute Name

		Type (Size)

		Required

		Description



		[snip]

		

		

		



		Presence URI

		C (255)

		

		Presence URI for Number Pool Block.


This field may only be specified if the service provider SOA supports Presence URI.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.



		[snip]

		

		

		





Table 3‑8 Number Pooling Block Holder Information Data Model


R3-7.2 
Administer Mass update on one or more selected Subscription Versions


NPAC SMS shall allow NPAC personnel to specify a mass update action to be applied against all Subscription Versions selected (except for Subscription Versions with a status of old, partial failure, sending, disconnect pending or canceled) for LRN, DPC values, SSN values, Presence URI (if the requesting SOA supports Presence URI data), Billing ID, End User Location Type or End User Location Value.


RR3-210
Block Holder Information Mass Update – Update Fields


NPAC SMS shall allow NPAC Personnel, via a mass update, to update the block holder default routing information (LRN, DPC(s), and SSN(s), Presence URI (if the requesting SOA supports Presence URI data)), for a 1K Block as stored in the NPAC SMS.  (Previously B-762)


R3‑8
Off-line batch updates for Local SMS Disaster Recovery


NPAC SMS shall support an off‑line batch download (via 4mm DAT tape and FTP file download) to mass update Local SMSs with Subscription Versions, NPA-NXX-X Information, Number Pool Block and Service Provider Network data.


The contents of the batch download are:


· Subscriber data:


· [snip]


· Presence URI (for Local SMSs that support Presence URI data)


· [snip]


· Block Data


· [snip]


· Presence URI (for Local SMSs that support Presence URI data)


· [snip]


RR3-79.1
Number Pool NPA-NXX-X Holder Information – Routing Data Field Level Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, are valid according to the formats specified in the Block Data Model upon Block creation scheduling for a Number Pool, or when re-scheduling a Block Create Event:  (Previously N-75.1).


[snip]


Presence URI (if supported by the Block Holder SOA)


RR3-149
 Addition of Number Pooling Block Holder Information – Field-level Data Validation

NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, is valid according to the formats specified in the Subscription Version Data Model upon Block creation for a Number Pool:  (Previously B-250)


[snip]


Presence URI (if supported by the Block Holder SOA)


RR3-157
Modification of Number Pooling Block Holder Information – Routing Data


NPAC SMS shall allow NPAC personnel, Service Provider via the SOA to NPAC SMS Interface, or Service Provider via the NPAC SOA Low-tech Interface, to modify the block holder default routing information (LRN, DPC(s), and SSN(s)), and Presence URI field (if supported by the Block Holder SOA), for a 1K Block as stored in the NPAC SMS.  (Previously B-320)


R4-8
Service Provider Data Elements

NPAC SMS shall require the following data if there is no existing Service Provider data:


[snip]


NPAC Customer SOA Presence URI Support Indicator


NPAC Customer LSMS Presence URI Support Indicator


R5‑16
Create Subscription Version - New Service Provider Optional input data


NPAC SMS shall accept the following optional fields from NPAC personnel or the new Service Provider upon Subscription Version creation for an Inter-Service Provider port:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


R5‑18.1
Create Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Inter-Service Provider port:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


RR5-5
Create “Intra-Service Provider Port” Subscription Version - Current Service Provider Optional Input Data


NPAC SMS shall accept the following optional fields from the NPAC personnel or the Current Service Provider upon a Subscription Version Creation for an Intra-Service Provider port:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


RR5-6.1
Create “Intra-Service Provider Port” Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Intra-Service Provider port:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


R5‑27.1
Modify Subscription Version - New Service Provider Data Values


NPAC SMS shall allow the following data to be modified in a pending or conflict Subscription Version for an Inter-Service Provider or Intra-Service Provider port by the new/current Service Provider or NPAC personnel:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


R5‑28
Modify Subscription Version - New Service Provider Optional input data.


NPAC SMS shall accept the following optional fields from the NPAC personnel or the new Service Provider upon modification of a pending or conflict Subscription version:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


R5‑29.1
Modify Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification.


· [snip]


· Presence URI (if supported by the Service Provider SOA)


R5‑36
Modify Active Subscription Version - Input Data


NPAC SMS shall allow the following data to be modified for an active Subscription Version:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


R5‑37
Active Subscription Version - New Service Provider Optional input data.


NPAC SMS shall accept the following optional fields from the new Service Provider or NPAC personnel for an active Subscription Version to be modified:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


R5‑38.1
Modify Active Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification of an active version:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


R5-74.3
Query Subscription Version - Output Data


NPAC SMS shall return the following output data for a Subscription Version query request initiated by NPAC personnel or a SOA to NPAC SMS interface user:


· [snip]


· Presence URI (if supported by the Service Provider SOA)


R5-74.4
Query Subscription Version - Output Data


NPAC SMS shall return the following output data for a Subscription Version query request initiated over the NPAC SMS to Local SMS interface:


· [snip]


· Presence URI (if supported by the Service Provider LSMS)


RR5-91
Addition of Number Pooling Subscription Version Information – Create “Pooled Number” Subscription Version


NPAC SMS shall automatically populate the following data upon Subscription Version creation for a Pooled Number port:  (Previously SV-20)


· [snip]


· Presence URI (Value set to same field as Block)


Req 1 – Service Provider SOA Presence URI Edit Flag Indicator


NPAC SMS shall provide a Service Provider SOA Presence URI Edit Flag Indicator tunable parameter which defines whether a SOA supports Voice URI.


Req 2 – Service Provider SOA Presence URI Edit Flag Indicator Default


NPAC SMS shall default the Service Provider SOA Presence URI Edit Flag Indicator tunable parameter to FALSE.


Req 3 – Service Provider SOA Presence URI Edit Flag Indicator Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SOA Presence URI Edit Flag Indicator tunable parameter.

Req 4 – Service Provider LSMS Presence URI Edit Flag Indicator


NPAC SMS shall provide a Service Provider LSMS Presence URI Edit Flag Indicator tunable parameter which defines whether an LSMS supports Presence URI.


Req 5 – Service Provider LSMS Presence URI Edit Flag Indicator Default


NPAC SMS shall default the Service Provider LSMS Presence URI Edit Flag Indicator tunable parameter to FALSE.


Req 6 – Service Provider LSMS Presence URI Edit Flag Indicator Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider LSMS Presence URI Edit Flag Indicator tunable parameter.

Req 7
Activate Subscription Version - Send Presence URI to Local SMSs


NPAC SMS shall, for a Service Provider that supports Presence URI, send the Presence URI attribute for an activated Inter or Intra-Service Provider Subscription Version port via the NPAC SMS to Local SMS Interface to the Local SMSs.

Req 8
Activate Number Pool Block - Send Presence URI to Local SMSs


NPAC SMS shall, for a Service Provider that supports Presence URI, send the Presence URI attribute for an activated Number Pool Block via the NPAC SMS to Local SMS Interface to the Local SMSs.

Req 9
Audit for Support of Presence URI


NPAC SMS shall audit the Presence URI attribute as part of a full audit scope, only when a Service Provider’s LSMS supports Presence URI.

Appendix B – Glossary


URI – Uniform Resource Identifier


Appendix E – Bulk Data Download File Examples.


NOTE:  If a Service Provider supports Presence URI, the format of the Bulk Data Download file will contain delimiters for the attribute.


		Explanation of the fields in the subscription download file



		Field Number

		Field Name

		Value in Example



		1

		Version Id 

		0000000001



		[snip]

		

		



		999

		Presence URI

		Not present if LSMS or SOA does not support the Presence URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.



		

		

		





Table E- 1 -- Explanation of the Fields in The Subscription Download File


		Explanation of the fields in the Block download file



		Field Number

		Field Name

		Value in Example



		1

		Block  Id 

		1



		[snip]

		

		



		999

		Presence URI

		Not present if LSMS or SOA does not support the Presence URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.



		

		

		





Table E- 6 -- Explanation of the Fields in The Subscription Download File


IIS


Addition to the current IIS flow descriptions that relate to SV and NPB attributes.


Flow B.4.4.1 – Number Pool Block Create/Activate by SOA


Flow B.4.4.2 – Number Pool Block Create by NPAC SMS


Flow B.4.4.12 – Number Pool Block Modify by NPAC SMS


Flow B.4.4.13 – Number Pool Block Modify by Block Holder SOA


If the “SOA Supports Presence URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:


Presence URI

Flow B.5.1.2 – Subscription Version Create by the Initial SOA (New Service Provider)


Flow B.5.1.3 – Subscription Version Create by Second SOA (New Service Provider)


Flow B.5.1.11 – Subscription Version Create for Intra-Service Provider Port


[snip]


The following items may optionally be provided unless subscriptionPortingToOriginal-SP is true:


[snip]


Presence URI – if supported by the Service Provider SOA


Flow B.5.2.1 – Subscription Version Modify Active Version Using M-ACTION by a Service Provider SOA


Flow B.5.2.3 – Subscription Version Modify Prior to Activate Using M-ACTION


Flow B.5.2.4 – Subscription Version Modify Prior to Activate Using M-SET


[snip]


The current service provider can only modify the following attributes:


[snip]


Presence URI – if supported by the Service Provider SOA


Flow B.5.6 – Subscription Version Query


[snip]


The query return data includes:


[snip]


Presence URI – if supported by the Service Provider (SOA, LSMS)


GDMO:


No Change Required.


ASN.1:


No Change Required.


XML:


Note – the XML shown below is the same for both NANC 399 and NANC 400.


<?xml version="1.0" encoding="UTF-8"?>


<xs:schema targetNamespace="urn:npac:lnp:opt-data:1.0" elementFormDefault="qualified" attributeFormDefault="unqualified" xmlns:xs="http://www.w3.org/2001/XMLSchema" xmlns="urn:npac:lnp:opt-data:1.0">


   <xs:simpleType name="SPID">


      <xs:restriction base="xs:string">


         <xs:length value="4"/>


      </xs:restriction>


   </xs:simpleType>


   <xs:simpleType name="Generic-URI">


      <xs:restriction base="xs:string">


         <xs:minLength value="1"/>


         <xs:maxLength value="255"/>


      </xs:restriction>


   </xs:simpleType>


   <xs:complexType name="OptionalData">


      <xs:sequence>


        <xs:element name="ALTSPID" type="SPID" nillable="true" minOccurs="0"/>


        <xs:element name="PRESURI" type="Generic-URI" nillable="true" minOccurs="0"/>


      </xs:sequence>


   </xs:complexType>


   <xs:element name="OptionalData" type="OptionalData"/>


</xs:schema>
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Business Need:


The original request(s) to provide NPAC services was more than twelve years ago.  Since that initial selection of two providers, the industry hasn’t had any choice in NPAC vendors.  In all other aspects of number portability in North America, Service Providers have a choice of vendors.  The Telecommunications Act implemented vendor competition as well, and the FCC specifically favored competition in NPAC services in originally approving multiple NPAC administrators.  The FCC noted in the order that competition between vendors for NPAC would stimulate innovation and it would provide the other expected benefits of competition, including economic benefits and enhanced service levels.  Since that order, the NPAC has become more critical to Service Provider networks with the addition of pooling and the pending change orders for URI information.  The transactions at NPAC continue to grow at a large rate.  If the rate of transaction growth continues, NPAC billable transaction will exceed more than one billion annually before the expiration of the current contract.  Carrier choice in NPAC services can and should be implemented now to provide the benefits of competition to Service Providers before the NPAC grows so large that a transition would be higher risk than desirable.


Competition will lead not only to carrier choice but vendor diversity.  In the current economic conditions, having multiple vendors versus a single source contract to support critical infrastructure services is becoming more essential.  Multiple vendors assure business continuity of services in the event of vendor business failure.  This diversity will not only reduce the business risk of these services being delivered in an uninterrupted manner but will also enhance the commercial management of the vendors.  Carriers have experienced that multi sourced services and associated carrier choice results in more competitive pricing.  Multiple competitive vendors also offer faster response to industry needs with more innovative services that further enhance the service currently being offered.  The current NPAC service is working effectively, but opening it up to competition and carrier choice can only result in enhanced benefits to the industry.  Selecting two or more vendors will drive the benefits to the users of a multi vendor solution that will result in carriers in each region being able to choose their vendor based on the values it offers in savings and enhanced services.


In summary, especially in today’s economic conditions, carriers more than ever need the benefits of competition that include:


· Carrier Choice


· Vendor Diversity


· Enhanced and Innovative Services


· Reduced Costs to the Industry


Description of Change:

While a Multi-Vender NPAC Solution, hereafter referred to as Multi-Administrator Peering Model, and impacts the NPAC SMS, the technical approach described in this change order minimizes the impacts to Service Provider systems and operations. 


The following high-level peering technical implementation goals related to Service Providers and the NPAC Services provided under a Multi-Administrator Peering Model implementation:


· No SOA and LSMS to NPAC SMS CMIP Interface Modifications


· No User LTI GUI Changes


· Minimize Service Provider operational changes


· Limit Service Provider operational interactions to only their chosen NPAC vendor


· Limit NPAC to NPAC connections to reduce complexity


· Allow communication of all NPAC data for network data and active subscription versions


· Support any additional information needed for Inter-NPAC SMS porting events


The following diagram illustrates the Solution approach proposed in this change order by showing a Multi-Administrator Peering Model with two NPAC SMS to visually introduce the terminology used:





The terminology used in the diagram is defined as follows: 


· Primary NPAC SMS – The NPAC SMS that provides service directly to a specific Service Provider SOA, LSMS, or LTI GUI for a transaction.


· Peered NPAC SMS – An NPAC SMS system that communicates with another NPAC SMS in the same Region in a Multi-Administrator Peering Model. 


· Inter-NPAC Peering – The Multi-Administrator Peering Model implementation discussed in this solution document that leverages the existing SOA to NPAC SMS and LSMS to NPAC SMS CMIP interface for Inter-NPAC SMS messaging 


· Inter-NPAC SMS Messaging – CMIP messaging between Peered NPAC SMS systems within the same Region as a result of Service Provider activity initiated from the LTI GUI, SOA, and/or LSMS interface connections.  Inter-NPAC messages include all messages required for completion of requests. 


· Inter-NPAC SMS Associations – CMIP associations between Peered NPAC SMS


· Inter-NPAC SMS LSMS Association – A CMIP association between two Peered NPAC SMSs that is used to communicate LSMS activity such as Subscription Version activation and Network Data creation from a Primary NPAC SMS to a Peered NPAC SMS.


· Inter-NPAC SMS SOA Association – A CMIP association between two Peered NPAC SMSs that is used to communicate SOA activity, such as porting activity between Service Providers in different Peered NPAC SMS.


Major points/processing flow/high-level requirements:


Inter-NPAC Peering leverages the existing SOA to NPAC SMS and LSMS to NPAC SMS CMIP interface for Inter-NPAC SMS messaging.   This approach simplifies implementation of the Inter-NPAC SMS messaging and does not require the introduction of a different messaging protocol.  While interface impacts for Inter-NPAC Peering are avoided for the existing Service Provider SOA and LSMS to NPAC SMS interfaces, additional data would need to be communicated between peered NPAC SMS systems to improve efficiency. Areas for extensions to Inter-NPAC SMS messaging will be identified in the detailed specifications to be provided.


Two diagrams are provided to give a high level view of the interactions for that would occur between Peered NPAC SMS in a Multi-Administrator Peering Model for porting activity between two Service Providers. The two types of ports that are described are an Intra NPAC Port and an Inter NPAC Port.


Intra-NPAC SMS Port


A port is an Intra-NPAC SMS port when only one NPAC SMS serves both of the Service Providers involved in a port. The following diagram depicts a port with both Service Providers being customers of the same NPAC SMS:




Service Providers porting in the same NPAC SMS (Intra-NPAC port):


1. SOA 1 and SOA 2 served by Vendor A create a pending port for the TN porting form SOA 2


2. SOA 1 activates the TN on the due date


3. TN Activation broadcast is sent to the peered Vendor B


4. TN Activation broadcast is sent to LSMS’ serviced by Vendor A


5. TN Activation broadcast is sent to LSMS’ serviced by Vendor B


Inter-NPAC SMS Port


A port is an Inter-NPAC SMS port when each NPAC SMS serves one of the Service Providers involved in a port. The following diagram depicts a port with both Service Providers being customers of different NPAC SMS:














Service Providers porting in the different NPAC SMS (Inter-NPAC):


1. SOA 1 serviced by Vendor A creates a pending port for a TN porting from SOA 2


2. Vendor A forwards the create request to Vendor B that serves SOA 2


3. Vendor B creates the pending subscription version and sends notifications to both SOA 1 and SOA 2


4. SOA 1 activates the TN on the due date (SOA 2 concurrence is not shown to reduce complexity of the diagram)


5. TN Activation broadcast is sent from Vendor A to the peered Vendor B


6. TN Activation broadcast is sent to the LSMS’ served by Vendor A


7. TN Activation broadcast is sent to LSMS’ served by Vendor B


Requirements:


TBD


IIS


TBD


GDMO:


TBD


ASN.1:


TBD


Inter-NPAC SOA Associations







Inter-NPAC LSMS Association







Inter-NPAC Associations used for Inter-NPAC Messaging
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Peered NPAC SMS Vendor B 	
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Service Provider SOA and LSMS systems connections to their Primary NPAC SMS – Vendor A







Service Provider SOA and LSMS systems connections to their Primary NPAC SMS – Vendor B







4







3







2







1







Peered NPAC SMS Vendor A







Inter-NPAC LSMS Association







LSMS







LSMS







SOA 2







SOA 1







Peered NPAC SMS Vendor B







5







Peered NPAC SMS Vendor A







Inter-NPAC LSMS Association







Inter-NPAC SOA Association







LSMS







LSMS







SOA 2







SOA 1







Peered NPAC SMS Vendor B







1







2







3







3







4







5







6







7











19

Page 1




image8.emf
NANC 447 - NPAC  support of IPv6 - V1.docx


NANC 447 - NPAC support of IPv6 - V1.docx
NANC TBD447, NPAC Support for CMIP over TCP/IPv6, V1

Origination Date:  11/01/2011

Originator:  NeustarAT&T

[bookmark: _Toc72227019]Change Order Number:  NANC TBD447

Description:  NPAC Support for CMIP over TCP/IPv6

Status:  NewAccepted

Key Words:  CMIP

Functionally Backward Compatible:  Yes



IMPACT/CHANGE ASSESSMENT

		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		Y

		Y

		Y

		Y

		Y







Business Need:

Currently the NPAC supports IPv4 as the Internet addressing protocol.  Due to various corporate initiatives, several Service Providers have inquired about the desire and timeline of the NPAC supporting IPv6 addresses.  The purpose of this change order is to request analysis to determine the feasibility and timing of adding support for IPv6.

What is IPv6?

IPv6 network protocol is the successor to IPv4, the Internet addressing protocol which has been used for many years since the early days of the Internet.  When the Internet was first established, it was a research network and the addressing was limited.  It was never thought that it would be used to connect everything from a mobile phone to a hi-fi or refrigerator.  Opinions vary greatly but current estimates indicate that we will run out of available IPv4 based addresses in the next few years.  IPv6 solves this problem and also introduces new features to improve how the Internet works.  The current IPv4 address space contains 232 or approximately 4.3 billion addresses.  The number of addresses offered by IPv6 is 2128 or approximately 340 undecillion (3.4 x 1038 or 340 trillion networks of one trillion addresses each).

Links for more info on IPv6:

http://en.wikipedia.org/wiki/IPv6

http://www.networkdictionary.com/networking/IPv6vsIPv4.php

How does this affect the NPAC?

Currently, all network communication between service providers and the NPAC (i.e., SOA, LSMS, LTI, web sites, email, etc.) use IPv4 addresses.  In addition to network routing, there is an IPv4 address embedded in the NSAP (Network Service Access Point) used by the OSI stack.  This means there must be changes made for the LNP systems (NPAC, SOA, and LSMS) to use IPv6.





Description of Change:

To facilitate a transition from IPv4 to IPv6 the NPAC should use a dual-stack approach, allowing providers to migrate their networks on their corporate timetable.





FRS:

TBD





IIS:

TBD





GDMO:

TBD





ASN.1:

TBD
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Business Need

Currently, the NPAC is configured to enable a carrier to have one active SOA connection for a single SPID.  As carrier systems become more complex with a greater need to support high transactional volume, carriers should have the option to enable multiple active connections for the same SPID to the NPAC.  This will enable a carrier to connect to the NPAC from multiple geographical locations to allow business continuity in the event of network failure or single site failures.  Such functionality is very important given carriers have a very small window to respond to porting transaction requests such as Next Day porting.

To illustrate, a carrier would have as its option, an opportunity to construct two (2) or more active SOA connections to the NPAC for the same SPID.  In case one of the connections is broken due to a network failure, porting transactions can be diverted to other active NPAC connections thereby reducing business impacts during the porting process.

Use of multiple active SOA connections from a single SPID should be voluntary by carriers who wish to improve their application and network redundancy.  The advantage of having such active/active SOA infrastructure would improve porting efficiency during times of network impairment and natural disasters.



Description of Change:

This change order is being created to analyze and document the change to the NPAC that would allow multiple associations from the same SPID and same function mask at the same time.

The current NPAC behavior (defined in chapter 5 of the IIS) allows a single association based on SPID/Function Mask at any one point in time. If a subsequent association is made, the existing one is terminated.  Section 5.6 (Single Association for SOA/LSMS) states, “A SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask).  The NPAC SMS will abort any previous associations that use that same function.”  NANC 383 (Separate SOA channel for notifications) was implemented in release 3.3 to allow notifications to be sent over a separate SOA association, but does not allow for multiple associations using the same bit mask which is what is desired.

With this change order, a SOA would be able to connect with a second association using the same SPID value and same function mask values.  This means that both SOA A and SOA B are up running and active at the same time, connected to the same NPAC regions at the same time, and potentially sending/receiving SOA transactions as the same time.

Working assumptions:

· Network data (NPA-NXX, LRN, Dash-X) will be sent to SOA A & B.

· SOA Requests (e.g., NSP SV Create Request) sent from SOA A will have Responses sent back to SOA A (this is required as SOA B does not have the invoke ID of SOA A’s Request).

· Notifications initiated at the NPAC (e.g., SV StatusAttributeValueChange) will be sent to both SOA A and SOA B, regardless of whether SOA A, SOA B, other SP SOA, NPAC personnel, or NPAC business rules initiated the transaction that led to the notification.

· Functionality applies to two (2) or more SOA connections at the same time.

· Performance expectation is on a per SOA basis, not a per SPID basis.

· Notifications would be recoverable such that if SOA A was not associated and notifications were instead sent to SOA B, that SOA A would be able to get those missed notifications via recovery.

· Service Provider tunables (i.e., “SPIDables”) need to be evaluated to determine which can remain as at the Service Provider level, and which would need granularity at the SOA level.





[bookmark: _Toc59881639]Requirements:

TBD

Assumptions:

TBD

IIS

Update section 2.2 (updated text in yellow highlight).

Multiple associations per service provider to the NPAC SMS can be supported when using either the same (SOA) or different (SOA and LSMS) function masks.  The secure association establishment is described in Section 5.



Update section 5.6 (updated text in yellow highlight).

[bookmark: _Toc116975748][bookmark: _Toc294800220]One or more Association(s) for SOA, Single Association for SOA/LSMS

A SOA system may connect to the NPAC SMS with one or more association(s) for the same function (same bit mask).  The NPAC SMS will continue to use any previous associations that use that same function.

An SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask).  The NPAC SMS will abort any previous associations that use that same function.



GDMO

TBDNo Change Required.

ASN.1

TBDNo Change Required.
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Business Need

Currently, the NPAC is configured to enable a carrier to have one active SOA connection for a single SPID.  As carrier systems become more complex with a greater need to support high transactional volume, carriers should have the option to enable multiple active connections for the same SPID to the NPAC.  This will enable a carrier to connect to the NPAC from multiple geographical locations to allow business continuity in the event of network failure or single site failures.  Such functionality is very important given carriers have a very small window to respond to porting transaction requests such as Next Day porting.

To illustrate, a carrier would have as its option, an opportunity to construct two (2) or more active SOA connections to the NPAC for the same SPID.  In case one of the connections is broken due to a network failure, porting transactions can be diverted to other active NPAC connections thereby reducing business impacts during the porting process.

Use of multiple active SOA connections from a single SPID should be voluntary by carriers who wish to improve their application and network redundancy.  The advantage of having such active/active SOA infrastructure would improve porting efficiency during times of network impairment and natural disasters.



Description of Change:

This change order is being created to analyze and document the change to the NPAC that would allow multiple associations from the same SPID and same function mask at the same time.

The current NPAC behavior (defined in chapter 5 of the IIS) allows a single association based on SPID/Function Mask at any one point in time. If a subsequent association is made, the existing one is terminated.  Section 5.6 (Single Association for SOA/LSMS) states, “A SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask).  The NPAC SMS will abort any previous associations that use that same function.”  NANC 383 (Separate SOA channel for notifications) was implemented in release 3.3 to allow notifications to be sent over a separate SOA association, but does not allow for multiple associations using the same bit mask which is what is desired.

With this change order, a SOA would be able to connect with a second association using the same SPID value and same function mask values.  This means that both SOA A and SOA B are up running and active at the same time, connected to the same NPAC regions at the same time, and potentially sending/receiving SOA transactions as the same time.

Working assumptions:

· Network data (NPA-NXX, LRN, Dash-X) will be sent to SOA A & B.

· SOA Requests (e.g., NSP SV Create Request) sent from SOA A will have Responses sent back to SOA A (this is required as SOA B does not have the invoke ID of SOA A’s Request).

· Notifications initiated at the NPAC (e.g., SV StatusAttributeValueChange) will be sent to both SOA A and SOA B, regardless of whether SOA A, SOA B, other SP SOA, NPAC personnel, or NPAC business rules initiated the transaction that led to the notification.

· Functionality applies to two (2) or more SOA connections at the same time.

· Performance expectation is on a per SOA basis, not a per SPID basis.

· Notifications would be recoverable such that if SOA A was not associated and notifications were instead sent to SOA B, that SOA A would be able to get those missed notifications via recovery.

· Service Provider tunables (i.e., “SPIDables”) need to be evaluated to determine which can remain at the Service Provider level, and which would need granularity at the SOA level.

Sep ’12 LNPAWG meeting:

Neustar sent out (8/31/2012) the following note prior to the Sep meeting to facilitate the discussion.

During our analysis of NANC 449 after the discussion at the July 2012 LNPAWG meeting, several questions have come up to which the answers will dictate our next steps with this change order.

Based on the current definition of NANC 449:

1. two or more SOA connections

1. from the same SPID

1. using the same CMIP association function mask information

1. sending/receiving CMIP requests/responses individually

1. receiving NPAC notifications whether or not involved in initial request

Our current NPAC architecture supports the current NPAC requirement (one CMIP association, per SPID, per function mask).  In order to support the 449 notion of two or more, a CMIP change will be required.  Furthermore, the two or more associations must perform the same type of work and support the same optional fields, thereby eliminating the potential for SOA A to support functionality that is different from SOA B for a given SPID.  The functional changes get complicated as we introduce the CMIP changes (e.g., the need for a SOA-Instance-ID to differentiate SOA A from SOA B for items like recovery), and the potential desire to support different message sets.

As an alternative, we have looked at a “relationship” architecture where SOA B uses a different SPID value than the SOA A main SPID value, and within the NPAC we have a “relationship” table that allows B to perform the same functions as A.  For example, a national Service Provider (SPID 2222) is performing an OSP SV Concur.  In one region that message could come from SOA A (2222), and in another region that message could come from SOA B (Y222).  Because the entry in the “relationship” table says that effectively Y222 is the same as 2222, the NPAC edits will accept this message.  For the NSP in both of these ports, they would see the OSP as 2222, thereby not causing confusion that the OSP is Y222.  Additionally, since the “relationship” table is stored solely in the NPAC, this approach does not require 2222 to update any NPAC data to be owned by Y222 (SV ownership still remains with 2222).

Please discuss this internally and be prepared to provide input during the Sep 2012 LNPAWG meeting (change management agenda item):

1. Current 449 definition

0. Higher development level of effort

0. All SOAs must support same functionality

0. Requires CMIP changes to GDMO and ASN.1

1.  “relationship” approach

1. Requires setup of “related” SPID in NPAC data, but not stored in local systems

1. All SOAs can support whatever optional data they wish to support (settings at the SPID level)

1. Does not require CMIP changes

1. Does not require any changes to existing NPAC data (e.g., nothing is changed to be owned by Y222)



Apr ’13:

In preparation for discussion at the May 2013 LNPAWG meeting, Comcast has provided an update to NANC 449.

In addition to multiple connections to the NPAC, the following functionality should be considered in order to support the carrier option of a NANC 449 solution:

1. Add the echo-back of LRN, GTT and Optional data fields in order to achieve consistent and complete data for both instances (SOA A/SOA B).  This will be required because the LRN, GTT and Optional data are expected to originate from a single instance only and are not returned by the NPAC today in the Object Creation Notification.  Hence, the non-originating instance would be missing this information.


2. Add a new field to the New Service Provider Create Request, “Order ID”.  This field, resident in many SOAs today, allows the SOA to coordinate ordering system information with NPAC porting information.  Consideration for other data fields or elements would be included to support use of other SOA systems in use by other service providers.  This new field will be included on both the New Service Provider Create Request and the echo-back information in #1 above to the non-originating instance.  This would ensure multiple  instances of SOA connectivity  would contain complete and synchronized data.



[bookmark: _Toc59881639]Requirements:

TBD





Assumptions:

TBD





IIS:

Update section 2.2 (updated text in yellow highlight).

Multiple associations per service provider to the NPAC SMS can be supported when using either the same (SOA) or different (SOA and LSMS) function masks.  The secure association establishment is described in Section 5.



Update section 5.6 (updated text in yellow highlight).

[bookmark: _Toc116975748][bookmark: _Toc294800220]One or more Association(s) for SOA, Single Association for SOA/LSMS

A SOA system may connect to the NPAC SMS with one or more association(s) for the same function (same bit mask).  The NPAC SMS will continue to use any previous associations that use that same function.

An SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask).  The NPAC SMS will abort any previous associations that use that same function.





GDMO:

No Change Required.





ASN.1:

No Change Required.





XML:

TBD.
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IMPACT/CHANGE ASSESSMENT



		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		TBD

		TBD

		N

		N

		Y

		TBD

		TBD









(NOTE:  all references in this document to “T1” refers to a T1 Network Connection, not a T1 Timer in the NPAC)



Business Need:

Currently, the NPAC is configured to support dedicated circuits consisting of T1s or Fractional T1s.  As implementations of Next-Generation Networks increase and the use of Ethernet connectivity expands, Service Providers are beginning to encounter situations where T1 or DS3 connections are not available and the only type of connection option is via Ethernet.

In order to support technological changes, NPAC connections need to support Ethernet in addition to current T1 technology.



Description of Change:

This change order is being created to analyze and document the feasibility and timing of adding Ethernet Connectivity support to the NPAC interfaces for SOA/LSMS.

The current NPAC Connectivity Requirements allow for the use of T1s or Fractional T1s.

With this change order, a Service Provider may choose to use an Ethernet Connection to communicate with the NPAC.

The analysis should consider:

· Performance of Ethernet connections

· Reliability of Ethernet connections

· Automatic fail-over of Ethernet connections

· Impacts to the Service Provider’s network and network equipment

· Impacts to the Service Provider’s SOAs and LSMSs

· Impacts to Neustar’s network and network equipment

· Impacts to the NPAC





Requirements:

FRS section 6.4.1 Protocol Requirements.  Add Ethernet at Physical and possibly Data Link layer in R6-24.  This would allow the Service Provider to have the option to connect via Ethernet and take advantage of the latest advances in IP technology.



R6-24	Interface protocol stack

Both of the NPAC SMS interfaces, as defined above, shall be implemented via the following protocol stack:

		INTERFACE PROTOCOL STACK



		Application

		CMISE, ACSE, ROSE



		Presentation

		ANSI T1.224



		Session:

		ANSI T1.224



		Transport:

		TCP, RFC1006



		Network:

		IP



		Link

		PPP, MAC, Frame Relay, ATM (IEEE 802.3)



		Physical

		DS1, DS-0 x n , V.34





[bookmark: _Toc365876007][bookmark: _Toc367618864][bookmark: _Toc368562175][bookmark: _Toc381720305][bookmark: _Toc436023457][bookmark: _Toc436025912][bookmark: _Toc436026072][bookmark: _Toc436037434][bookmark: _Toc437674417][bookmark: _Toc437674750][bookmark: _Toc437674976][bookmark: _Toc437675494][bookmark: _Toc463062928][bookmark: _Toc463063435][bookmark: _Toc279510789]Table 6‑1  Interface Protocol Stack





IIS:

A similar table in 2.2 OSI Protocol Support would be updated to include Ethernet.





GDMO:

No updates required.





ASN.1:

No updates required.
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Business Need:

Currently the only interface protocol supported by the SOA-to-NPAC interface and NPAC-to-LSMS interface is CMIP.  The purpose of this change order is to request analysis be done to determine the feasibility of adding other protocol support such as CORBA or XML.  The primary reasons for looking into a change would be, 1.) Performance, and 2.) Implementation complexity.



Description of Change:

Dec ’02 LNPAWG, after a brief introduction, the group agreed to discuss this change order in January ’03 in the new Architecture Planning Team meeting.



Jan ’03 APT, discussion:

The team began with a discussion on the CMIP Alternative Business Need in order to determine if we need to improve CMIP or identify an alternative.

· Dave Cochran, BellSouth and the originator of NANC Change Order 372, discussed potential drivers and cited:

· Cost of maintaining internal CMIP interface expertise and resources

· Ability to take advantage of in-house expertise for some of the newer architectures, e.g., CORBA, XML, JAVA, J2E

· It was stated that CMISE was considered a reasonable protocol for managing network elements in the mid-1990s due to its flexibility.

· LNP rules include encryption/decryption functionality.  We need to discuss authentication and associated issues.

· It was mentioned that if lowering the level of encryption is identified as a benefit for a new protocol, we should also consider that for CMIP.

· CMIP is a very robust protocol for describing and managing network elements, but where that robustness begins to become burdensome is subjective.

· We need to keep in mind that we need a real-time interface.





Feb ’03 APT, discussion:

Dave Cochran, BellSouth, will be providing more input (business drivers, data, operational feedback, etc.) to facilitate further discussion.  Sub-tasks still need to be prioritized.



Dec ’03 APT, discussion:

No further discussion at this time.  Leave off list of change orders discussed during the APT meeting.



Jan ’07 APT, discussion:

The APT was activated during the Nov ’06 LNPAWG meeting.  No discussion on alternative interfaces took place during that meeting, but change orders (including 372) were reviewed during the Jan ’07 meeting.  The brief discussion included:  CMIP-to-XML/SOAP -- It was asked if there is a business need to transition from CMIP to XML/SOAP.  It was suggested that since we are tunneling XML into CMIP, we should explore the future evolution of the interface.  Service Providers are to discuss internally any drivers for moving from CMIP to XML/SOAP for the SOA and LSMS interfaces including the impact of increasing the size of messages.



Mar ’07 APT, discussion:

More discussion took place regarding an additional NPAC interface using XML/SOAP.  For the May ’07 meeting, Service Providers and vendors are to bring any additional data or information to share with the group.



May ’07 APT, discussion:

1.  The IT industry is generally moving towards an XML/SOAP interface.  However, there are performance issues and questions.  Message size would be greatly increased.  Need to investigate compression capabilities.

2.  It will be worth pursuing for the long term.  Not sure what is next step.  Need to find a business driver for pursuing this.

3.  The WICIS transfer is planning on implementing a flash-cut to XML (Sep ’08).  Plan is to continue to support CORBA interface for testing purposes only.  Keep this in mind when planning the NPAC implementation.

4.  The group will discuss more during the Jul ’07 mtg, including pros/cons analysis, LOE, and any input on the business case.



Jul ’07 APT, discussion:

1.  In response to May ’07 #3 above, a question was asked about the ATIS decision to move WICIS from CORBA to XML/SOAP.  It was explained that the major driver for the ATIS recommendation was to consolidate the various systems onto a single interface type (XML/SOAP), and not necessarily specific to WICIS.  It was also mentioned that the NPAC would be supporting two interface types by adding XML/SOAP, since both CMIP and XML/SOAP would need to be supported on the NPAC for the foreseeable future.  Sunsetting of the CMIP interface (and only having the XML/SOAP interface) was briefly discussed, but it was also mentioned that the industry has never sunset any previous NPAC functionality.

2.  All Service Providers will investigate internally whether or not their companies are moving towards XML/SOAP, and whether or not they support the ATIS position of consolidating interface types towards XML/SOAP.  This will be discussed at the Sep ’07 meeting, to gauge industry interest in developing an XML/SOAP interface for the NPAC.



Sep ’07 APT, discussion:

1.  Deb Tucker, VZW, provided the historical info (from multiple ATIS documents) for ATIS and the single interface item.  The current situation for most Service Providers is that new systems are going with XML and legacy systems stay on their existing protocols based on each company’s cost/benefit analysis.  The group agreed to continue to discuss this item in future meetings.  From the NPAC perspective, support for both interfaces is required since a flash cut cannot be assumed.

2.  Given the APT’s charter, the correct way to look at this change order is from an architecture perspective.  Several items to consider:  messaging (continue to use a session approach like CMIP, or an approach like web-services where it’s set up then broken down when the message is done?), security (how does it change with a web services approach?), message content/architecture (same messages used today with CMIP will be used for XML?), performance/message compression, business rules/error handling, efficiencies in data model (e.g., having DPC at the LRN level), audits (the effect on large messages).

3.  Business Case.  Need to get to the point where the group can either build or not build a strong business case.  May need a document to define an XML/SOAP interface which would help answer the question on the business case.  Security will be the first issue discussed at the Nov ’07 meeting.



Nov ’07 APT, discussion:

1.  The wireless group has been discussing this.  They will summarize their recent discussion, and forward some relevant bullet points on to the Architecture team.  These bullet points will be used as starting point discussions.

2.  The group will further discuss dedicated link versus VPN (http/https.  Private network/public network), IP security, .data security (encryption).



Mar ’08 APT, discussion:

Wireless service providers may have additional input after WICIS 4.0 implementation in Sep ’08.



Sep ’11 APT, discussion:

Discussion began again about moving to a different protocol (e.g., XML) in the NPAC, as this could be a driver to move to support IPv6.  The group agreed to review 372 and come to the November meeting prepared to discuss.



Nov ’11 APT, discussion:

The group reviewed the following slide deck, and began more detailed discussions.







Jan ’12 APT, discussion:

As part of our ongoing discussion on NANC 372 – Alternate NPAC Interface, Neustar agreed to put together a list of questions to assist providers with discussions within your company.  As part of Action Item 110911-APT-02 please review these internally and provide responses for our NANC 372 discussion in the January 2012 LNPA WG APT meeting.

Areas where decisions need to be made by LNPA WG:

1. Should the interface protocol be SOAP or HTTPS?

2. Should the interface data encoding be XML or JSON?

3. Should the interface be connection-oriented or connection-less?

4. Should the interface be session based (like the CMIP interface) or single request (like most web traffic)?

5. Should this be a push interface (like the CMIP interface) or should it be a pull/poll interface where providers ask the NPAC if there are any new transactions/messages for them?

6. Should the interface security be a digital signature (like CMIP) or HTTPS where the entire message is encrypted including client authentication?

7. Should recovery of missed data be SWIM based (like CMIP) or should the NPAC constantly attempt to send until successful delivery?

8. How can create/modify/delete notifications be enhanced to make them more efficient?

Current working assumptions:

1. SOA functionality will be implemented.

2. LSMS functionality will be implemented.

3. The interface protocol will be HTTPS.

4. The data encoding will be XML.

5. The interface will be connection-less.

6. The interface will be session-less based (authentication on each request).

7. The interface will push messages in real time.

8. Security will be HTTPS where NPAC generated keys are distributed to SOAs/LSMSs.

9. Recovery will be enhanced to deliver messages until successful.

10. Notifications will be enhanced for efficiency.



After the Jan ’12 APT and in preparation for the Mar ’12 APT, the following was added to document the discussion.  Discussion and updates from the Mar ’12 APT meeting, pro/con descriptions.



Interface Protocol – include SOAP envelope or use just straight HTTPS (XML/JSON).  Current Working Assumption:  interface protocol will be HTTPS (XML/JSON).

Given today’s computing environment, an interface protocol using HTTPS is the working assumption because it is widely used today.  The extra step of using a SOAP envelope is not necessary.

HTTPS (XML/JSON)

Pro – widely used today on the internet (with secure applications like online banking), smaller message, simplified by not using SOAP wrapper.

Con – over-all packet size is not as compact as a binary protocol (e.g., CMIP).

SOAP

Pro – widely used today on the internet.

Con – over-all packet size is not as compact as a binary protocol (e.g., CMIP), extra step of using a SOAP wrapper within HTTPS is not considered necessary, extra step uses more system resources, extra step requires more development, synchronous so NPAC and SOA/LSMS would need both Client and Server.



Data Encoding – XML or JSON.  Current Working Assumption:  data encoding will be XML.

XML is widely used throughout the software industry and people resources are readily available.  XML has gone through years of standardization and it uniquely provides standards-based solutions for cases that deal with extensibility, digital signing, and data encryption.  XML is a good choice for native data representation for the NPAC.  This addresses one of the business needs of this change order which is to minimize implementation complexity.  JSON is the newest technology.  However, since it is newer, there are not as many development tools available nor is it as widely known.

XML

Pro – widely used today, people resources readily available, less implementation complexity, wide variety of development tools available, very rich syntax that allows for expression of complicated data structures.

Con – not cutting-edge technology, longer parsing time, verbose.

JSON

Pro – newest technology, less complex so faster parsing time, less restrictive data interchange protocol, smaller packet size, more readable.

Con – lacks standardization, less mature and not as well known as XML, fewer development tools available, fewer people resources available, fewer production implementations than XML, less rich syntax limiting expression of data structures.



The following is a comparison of the NPAC Service Provider objects defined in XML and JSON (assume just ID, name, and type).  This demonstrates that XML is more clearly and more specifically defined than the JSON syntax definition/specification (JSON definition is descriptive only).

1. SPID – XML is defined as a four byte string.  JSON is just a string.

2. Name – XML is defined as up to a 40 byte string.  JSON is just a string.

3. Type – XML is restricted to one of six defined values.  JSON is just a string.



XML schema:

        <xs:simpleType name="ServiceProvId">

                <xs:restriction base="xs:string">

                        <xs:length value="4"/>

                </xs:restriction>

        </xs:simpleType>

        <xs:simpleType name="GraphicString40">

                <xs:restriction base="xs:string">

                        <xs:maxLength value="40"/>

                </xs:restriction>

        </xs:simpleType>

        <xs:simpleType name="ServiceProvName">

                <xs:restriction base="GraphicString40"/>

        </xs:simpleType>

        <xs:simpleType name="ServiceProvType">

                <xs:restriction base="xs:token">

                        <xs:enumeration value="wireline"/>

                        <xs:enumeration value="wireless"/>

                        <xs:enumeration value="non_carrier"/>

                        <xs:enumeration value="class1Interconnected"/>

                        <xs:enumeration value="sp_type_4"/>

                        <xs:enumeration value="sp_type_5"/>

                </xs:restriction>

        </xs:simpleType>

        <xs:complexType name="ServiceProvNetworkData">

                <xs:sequence>

                        <xs:element name="service_prov_id" type="ServiceProvId"/>

                        <xs:element name="service_prov_name" type="ServiceProvName" minOccurs="0"/>

                        <xs:element name="service_prov_type" type="ServiceProvType" minOccurs="0"/>

                </xs:sequence>

        </xs:complexType>



The following is a sample of the XML data segment:



        <...>

                <service_prov_id>X109</service_prov_id>

                <service_prov_name>Service Provider/3</service_prov_name>

                <service_prov_type>non_carrier</service_prov_type>

        </...>








JSON syntax definition/specification:



        ServiceProvId           service provider identifier as a JSON String of 4 characters



        ServiceProvName         service provider name as a JSON String of maximum 40 characters



        ServiceProvType         service provider type as a JSON String with the following possible values



                                        wireline

                                        wireless

                                        non_carrier

                                        class1Interconnected

                                        sp_type_5

                                        sp_type_6



        object

        {

                ServiceProvId   service_prov_id ;

                ServiceProvName service_prov_name ; [ OPTIONAL ]

                ServiceProvType service_prov_type ; [ OPTIONAL ]

        }

        ServiceProvNetworkData;



The following is a sample of the JSON data segment:



        {

        ...

                "service_prov_id" : "X109" ,

                "service_prov_name" : "Service Provider/3" ,

                "service_prov_type" : "non_carrier" ,

        ...

        }



[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Connection.  Current Working Assumption:  interface will be connection-less.

The current CMIP interface is connection oriented (permanent between maintenance windows).  The SOA/LSMS initiates a connection (called an “association”) to the NPAC.  The NPAC never initiates a connection.  Once a connection is established, requests/responses (i.e., messages) can be sent as long as the connection remains active, which is until the SOA/LSMS unbinds or the association is aborted.  Today’s CMIP connections generally come up on Sunday morning, and remain up until the next weekend’s maintenance window starts.

In a connection-less environment (transient), each request establishes a connection (opens a port), sends the message, gets an acknowledgement, then tears down the connection (closes the port).  

This also follows the paradigm of normal HTTP traffic flow.  In addition to the client that makes requests, the local system would also implement a server to process responses.  The request and the response (which constitute a single transaction) would be tied together with something like an invoke-ID or transaction ID.

Connection

Pro – NPAC needs to implement Server only, SOA/LSMS need to implement Client only, Service Providers do not need to open up a port in corporate firewall for NPAC-originated messages.

Con – more development since system needs to maintain state information, more development needed to handle potential of stale connections, need to implement heartbeat message to ensure connection is available, the more system resources are used the more system performance is impacted.

Connection-less

Pro – follows today’s paradigm of normal web traffic request processing, implementation does not need to maintain connection state information, connection persistence can be managed at the HTTP protocol level, idle/inactivity timouts can be managed at the network level, less use of system resources means better system performance.

Con – NPAC and SOA/LSMS need to implement both Client and Server, Service Providers need to open up a port in corporate firewall for NPAC-originated messages.



Session.  Current Working Assumption:  interface will be session-less.

In a session-based environment (e.g., online banking where you log in and validate your credentials), information is placed in your browser cache or a cookie (e.g., a key or token) that gets transmitted with every subsequent request for the duration of the session, such that you are validated from your initial login information, and do not need to re-validate each time.  The server side maintains state information.

In a session-less environment, each request contains security validation that may be required for each new TCP connection attempt.  There are options available for client authentication of each new connection request, such as a certificate that resides in the client (mandatory client certificate check as part of TLS handshake in order for the server to validate the requestor).  Another option is a security key exchange on each request.  This approach removes the need to link a period of time to the session between the SOA/LSMS and the NPAC.

Session

Pro – once session is authenticated upon login subsequent requests only require session validation.

Con – more development since session is persistent and needs to maintain state information on Server side, more system resources to maintain that persistence.



Session-less

Pro – less development since no need to maintain state information, flexible load-balancing can be used to manage workload (in HW and SW solutions) for both NPAC side and SOA/LSMS side in a web-services environment.

Con – requires system resources to perform security authentication on every request.



Push/Pull.  Current Working Assumption:  interface will push messages in real-time.

The current CMIP interface is push oriented.  Whether originating from the SOA/LSMS or the NPAC, whenever a message needs to be sent, it is “pushed” out by the originator (Client, in CMIP called a Manager).  In order for this to work in an HTTP environment, each side (participating end-point) needs to have both a Client (CMIP Manager) and a Server (CMIP Agent).  Only the Client can initiate a request.

In a pull/poll environment, the SOA/LSMS will always be the Client, and the NPAC will always be the Server.  The SOA/LSMS will periodically (e.g., every 5 seconds) ask the NPAC if there are any new transactions/messages for the local system.  The implementation of pull/poll might be simpler (e.g., only a Client is required), however pull/poll will introduce unnecessary messages (may not be any new work to perform during that interval), and may require additional authentication for each pull/poll.  The data synchronization will be dependent on the polling interval of the client.

Push

Pro – messages sent in real-time

Con – more complex development since NPAC and SOA/LSMS implement both Client and Server.

Pull

Pro – simpler development since NPAC implements Server only and SOA/LSMS implements Client only, message efficiency since sent in batch (e.g., if pull every 10 seconds,  and 15 transactions generated during that interval, one message contains 15 transactions),

Con – messages not sent in real-time (e.g., if pull every 10 seconds, transaction could be 9 seconds “old”), 



Interface Security.  Current Working Assumption:  end-point security will be achieved by enforcing HTTPS client-authentication during the connection establishment phase where NPAC generated keys are distributed to SOAs/LSMSs to facilitate HTTPS client-authentication.

The current CMIP interface uses a digital signature for each message/request.  Once a secure association is established, messages are sent in binary encoded format.

In an HTTPS environment the message will be encrypted including some form of client authentication for each and every message.



Recovery.  Current Working Assumption:  recovery will be enhanced to deliver messages until successful.

The current CMIP interface uses a SWIM-based or time-based recovery method (SWIM = Send What I Missed).  This requires the SOA/LSMS to request the recovery of missed messages.  The queries related to recovery processing can be resource-intensive for both the NPAC and the SOA/LSMS.

Alternatively, in a “successful delivery” method, the NPAC would continue to send missed messages (tunable interval) until delivery is successful.  This method would simplify the implementation and complexity of the system.  Successful delivery would maintain a queue, and only send messages if the SOA/LSMS is accepting messages (existing NPAC functionality for Out-Bound Flow Control would limit the number of unresponded-to messages that have been sent).  Another related option that can be considered is a message from the SOA/LSMS that indicates “I’m back online, go ahead and start sending now”.

SWIM Request/SWIM Response

Pro – SOA/LSMS recovery mechanism same as today’s CMIP.

Con – more development to implement recovery (request/response), recovery is resource intensive for both NPAC and SOA/LSMS, current messaging is queued until recover is completed.

Retry until Successful Delivery

Pro – no timeout or retry quantity to exhaust, only sends messages if SOA/LSMS capable of accepting message.

Con – retry continues even if SOA/LSMS not capable of successfully processing (can accept message but cannot process message).



May ’12 APT, discussion:

The group agreed to move forward based on the current working assumptions.  If changes are needed during requirements development, it will be addressed at that time.  In summary, here are working assumptions:

· Interface Protocol – HTTPS

· Interface Data Encoding – XML

· Interface Connection –connection-less

· Interface Session – session-less

· Interface Environment – push

· Interface Security – HTTPS client-authentication

· Missed Message Delivery – retry until successful






Issue Tracking:  (as of 36/1430/12)



Issue 1:  Architecture Decisions

Status:  OpenResolved

Description:  Jan/Mar ’12 APT discussions documented in notes above.  Need review, discussion, and decision on the following:

1. Interface Protocol, straight HTTPS (XML/JSON) or SOAP?

2. Data Encoding, XML or JSON?

3. Interface, Connection-oriented or Connection-less?

4. Interface, Session-oriented or Session-less?

5. Interface, Push or Pull?

6. Interface Security, Digital Signature or HTTPS message encryption/client authentication?

7. Recovery, SOA/LSMS initiated request or NPAC deliver until successful?

Refer to May ’12 discussion notes for resolution.



Issue 2:  Security

Status:  OpenResolved

Description:  The security for the NPAC HTTP/XML interface needs to be discussed and consensus reached on how the interface will be secured.  In recent discussions it was proposed to use HTTPS to provide encryption of all messages exchanged over this interface.  For purposes of identification, a secure token or username/password approach was discussed.  These discussions are aligned with the Neustar assumptions for security.  Another option that could be discussed is embedding a digital signature similar to the existing CMIP interface.  Other approaches could also be considered.

Refer to May ’12 discussion notes for resolution.








XML Examples:



ActivateRequest – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <SOAtoNPAC>

            <ActivateRequest>

                <subscription_version_key>

                    <version_id>1000</version_id>

                </subscription_version_key>

            </ActivateRequest>

        </SOAtoNPAC>

    </messageContent>

</SOAMessage>





[bookmark: _Toc182709647][bookmark: _Toc192226969]ActivateReply – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <NPACtoSOA>

            <ActivateReply>

                <status>failed</status>

                <error_reason>

                    <error_number>1234</error_number>

                </error_reason>

            </ActivateReply>

        </NPACtoSOA>

    </messageContent>

</SOAMessage>





[bookmark: _Toc182709694][bookmark: _Toc192227010]SVCreateDownload – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<LSMSMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <NPACtoLSMS>

            <SVCreateDownload>

                <subscription_tn_version_id>

                    <tn>5555551234</tn>

                    <version_id>1000</version_id>

                </subscription_tn_version_id>

                <subscription_data>

                    <subscription_new_sp>SP01</subscription_new_sp>

                    <subscription_activation_timestamp>2001-12-17T07:30:47.0Z</subscription_activation_timestamp>

                    <subscription_lrn>70311122222</subscription_lrn>

                    <subscription_class_dpc>111011022</subscription_class_dpc>

                    <subscription_class_ssn>000</subscription_class_ssn>

                    <subscription_lidb_dpc>111011022</subscription_lidb_dpc>

                    <subscription_lidb_ssn>000</subscription_lidb_ssn>

                    <subscription_cnam_dpc>111011022</subscription_cnam_dpc>

                    <subscription_cnam_ssn>000</subscription_cnam_ssn>

                    <subscription_end_user_location_value>1000

                                 </subscription_end_user_location_value>

                    <subscription_end_user_location_type>04</subscription_end_user_location_type>

                    <subscription_billing_id>1234</subscription_billing_id>

                    <subscription_lnp_type>lspp</subscription_lnp_type>

                    <subscription_download_reason>new</subscription_download_reason>

                    <subscription_sv_type>wireline</subscription_sv_type>

                    <subscription_optional_data>ALTSPID=”2222”</subscription_optional_data>

                </subscription_data>

            </SVCreateDownload>

        </NPACtoLSMS>

    </messageContent>

</LSMSMessage>





[bookmark: _Toc192227000]DownloadReply – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<LSMSMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <LSMStoNPAC>

            <DownloadReply>

                <status>success</status>

                <lsms_completion_ts>

                    <version_id>1000</version_id>

                    <completion_ts>2001-12-17T07:30:47.0Z</completion_ts>

                    <download_reason>new</download_reason>

                </lsms_completion_ts>

            </DownloadReply>

        </LSMStoNPAC>

    </messageContent>

</LSMSMessage>





[bookmark: _Toc182709611][bookmark: _Toc192226933]AttributeValueChangeNotification – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <NPACtoSOA>

            <AttributeValueChangeNotification>

                <tn_version_id>

                    <single_version>

                        <tn>5512342345</tn>

                        <version_id>1000</version_id>

                    </single_version>

                </tn_version_id>

                <ObjectInfo>

                    <subscription_status>active</subscription_status>

                </ObjectInfo>

            </AttributeValueChangeNotification>

        </NPACtoSOA>

    </messageContent>

</SOAMessage>





[bookmark: _Toc182709592][bookmark: _Toc192226923]NotificationReply – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <SOAtoNPAC>

            <NotificationReply>

                <status>success</status>

            </NotificationReply>

        </SOAtoNPAC>

    </messageContent>

</SOAMessage>










FRS:

TBD.





IIS:

TBD.

Refer to the IIS, Part 2, CMIPversusXML – working draft (separate document).





GDMO:

None.





ASN.1:

None.





XML:

TBD.

Refer to the XML schema – working draft (separate document).



M&P:

TBD.
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NANC 372 Business Need


Development of applications that use the CMIP protocol typically require specialized senior resources


Web development resources for XML are typically more common


Analysis and problem diagnosis with XML is less complex


Tools required for development and analysis of XML are less expensive and in most cases open source


For HTTP/XML there are no application level changes for support of IPv6


CMIP requires the OSI stack and the CMIP toolkit support IPv6


Potentially support multiple delivery endpoints in the providers network


Potentially support multiple request endpoints in the providers network
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NANC 372 Potential Interface Improvements


Notification delivery strategy


Allow requestor to determine what notifications they receive


Recovery strategy


Send messages repeatedly until they are successfully delivered


Performance improvements using encryption hardware designed for high volume traffic


Message efficiency examples:


Combine the create and activate request for intra-provider ports


Create multiple network objects (NPA-NXX, LRN) in a single request via a list or range


Create multiple SVs in a single request via a list


Activation of multiple SVs in a single request via a list
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NANC 372 Interface Design


Existing SOA and LSMS interface functionality will be implemented


Including any LNPAWG optimizations and changes


Should the interface be session based or stateless?


Should the interface operate as:


Synchronous request response or


Request then acknowledgement followed by an asynchronous response and then acknowledgement? 


How does messaging from the CMIP interface affect/interact with the XML interface and vice-versa?


Should the interface be a push (same as CMIP) or pull?
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NANC 372 Topics for Future Meetings


XML interface security


HTTPS


Certificates


Digital signature


XML interface message efficiency


XML interface functionality improvements


Impacts of migration to the new interface


5








image1.png













NANC 372 — Altemate NPAC Interface

LNPAWG - Noverber2011 Mesting








NANC 372 - CMIP and HTTPS pics in PDF - v2.pdf
R CMIP

| Initiate | | Initiate |
| Association | | Association JI
Firewall (N/A) T ______ Firewall Firewall __T ______ Firewall (N/A)
Manager : ‘ Agent < | T— Manager
| |
| |
SOA : NPAC : LSMS
| |
| | -
Agent N Manager EANN Agent
i \\
ad \
s \
// \
Ve \
// \
P \

SV Download Request

SV Activate Request

SV Activate Response SV Download Response

-

-4

- SAVC Notification Request

SAVC Notification Response>

Page - 1





Firewall (N/A)

HTTPS (connection, session)

Firewall

Firewall Firewall (N/A)

Client A

SOA Client
1. Send XML ActivateRequest
(once session is established
only session validation,
security validation not needed)
2. Receive XML ActivateReply
(with session validation)

SOA ;o

Server

| Client |

NPAC

LSMS

Page - 2

- Once connection is established, port remains open
for duration of connection.

- Initial session requires security validation,
subsequent requests only require session validation.
- Since all requests are initiated by the SOA/LSMS,
this approach assumes a pull environment.





Firewall (N/A)

HT TPS (connection, session-less)

Firewall

»

Client

SOA

SOA Client
1. Send XML ActivateRequest
(with security validation)

2. Receive XML ActivateReply
(with security validation)

Firewall Firewall (N/A)
Server Client
NPAC LSMS

Page - 3

- Once connection is established, port remains open
for duration of connection.

- All sessions requires security validation.

- Since all requests are initiated by the SOA/LSMS,
this approach assumes a pull environment.





HTTPS (connection-less, session)

Firewall Firewall Firewall Firewall
Client Server Client
/A\ Q
/o
SOA ;o NPAC LSMS
/ \
/ \
/ .
Server 7 ‘\\ \\\ Client > Server
/ N
/) \ Y \\ - All requests require connection establishment and
/ \ RN security validation.
/ \\ \ AN - Initial session requires security validation,
AN . . . .
Sooccccccssscccccsccncag \ \ subsequent requests only require session validation.
. \ SOAClient O S Y q | Y el
I} 8 1. Open port I} | T AN
0 . (for session message) ] LA AN
’ ; 2. Send XML ActivateRequest e M . N
: . (with only session validation, : : \ N
' N security validation not needed) ¢ N \ \\
. ¢ 3. Receive Ack from NPAC 'y ¢ \ N
[N ¢ 4. Close port \ ’ N N
~J...................:.' \ \\
\ AN

\

Y] 8 NPAC Client 0 )

S 1. Open port ’

“ (for session message) : “

| 2. Send XML ActivateReply . |

] 0 ]

[ ] (]
)

(with only session validation,
security validation not needed)
# 3. Receive Ack from SOA
s ¢ 4. Close port s ’

’
’
0
- ¢
]
]
L)

Page - 4





HTTPS (connection-less, session-less)

Firewall Firewall Firewall Firewall

Client A Server Client
/\
I\

SOA ;o NPAC LSMS

/ \
/ \

Server / ! ¥ Client »| Server

, \ SN - All requests require connection establishment and
/) \ \ AN security validation._ _ o
Pocccccccccns S I - \\ \\ - All requests requires security validation.
. . SOAZClient O S N
0 8 1. Open port r) | YR N
] ) (for session-less message) ] LA N
’ ¥ 2 Send XML ActivateRequest e M . N
' ! (with security validation) : ! \ N
.‘ : 3. Receive Ack from NPAC ' : \ \\
[ ¢ 4. Close port [ ) \ N
[ § Vi L Y o \ \\
~J...................:.‘ \\ \\
\ AN

\

Y] 8 NPAC Client 0 )

’ S 1. Open port
g “ (for session-less message)
< : | 2. Send XML ActivateReply
] 0
] ’
)

(with security validation)
3. Receive Ack from SOA
¢ 4. Close port
) o Y o

- e e
o® ®e
..-..

Page - 5





Activate of an Authorized Subscription Version

Old SP

New SP

NPAC Sends “Active” Notification to Old SP
. (AttributeValueChangeNotification)

NPAC

New SP Sends Activate Request
(ActivateRequest)

Y

NPAC Responds to Recipient
(ActivateReply)

A

NPAC Sends “Active” Notification to New SP
(AttributeVValueChangeNotification)

LSMSs

:l NPAC sets SV state to
“Sending”
NPAC Sends Activate Broadcast of SV

to each LSMS
(SVCreateDownload)

Each LSMS Responds to the Broadcast
(DownloadReply)

A

Y

<

New SP Responds to Notification
(NotificationReply)

<

Old SP Responds to Notification
(NotificationReply)

Y

Page - 6

| NPAC sets SV state to “Active”






		NANC 372 - CMIP and HTTPS pics - v2.vsd

		Page-1

		Page-2

		Page-3

		Page-4

		Page-5

		Page-6






Microsoft_Office_Word_Document7.docx
NANC TBD452 – Working Copy
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[bookmark: _Toc21398661]Change Order Number:  TBD452

Description:  Ethernet Connectivity to the NPAC

Functional Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT



		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		TBD

		TBD

		N

		N

		Y

		TBD

		TBD









(NOTE:  all references in this document to “T1” refers to a T1 Network Connection, not a T1 Timer in the NPAC)



Business Need:

Currently, the NPAC is configured to support dedicated circuits consisting of T1s or Fractional T1s.  As implementations of Next-Generation Networks increase and the use of Ethernet connectivity expands, Service Providers are beginning to encounter situations where T1 or DS3 connections are not available and the only type of connection option is via Ethernet.

In order to support technological changes, NPAC connections need to support Ethernet in addition to current T1 technology.



Description of Change:

This change order is being created to analyze and document the feasibility and timing of adding Ethernet Connectivity support to the NPAC interfaces for SOA/LSMS.

The current NPAC Connectivity Requirements allow for the use of T1s or Fractional T1s.

With this change order, a Service Provider may choose to use an Ethernet Connection to communicate with the NPAC.

The analysis should consider:

· Performance of Ethernet connections

· Reliability of Ethernet connections

· Automatic fail-over of Ethernet connections

· Impacts to the Service Provider’s network and network equipment

· Impacts to the Service Provider’s SOAs and LSMSs

· Impacts to Neustar’s network and network equipment

· Impacts to the NPAC





Requirements:

FRS section 6.4.1 Protocol Requirements.  Add Ethernet at Physical and possibly Data Link layer in R6-24.  This would allow the Service Provider to have the option to connect via Ethernet and take advantage of the latest advances in IP technology.



R6-24	Interface protocol stack

Both of the NPAC SMS interfaces, as defined above, shall be implemented via the following protocol stack:

		INTERFACE PROTOCOL STACK



		Application

		CMISE, ACSE, ROSE



		Presentation

		ANSI T1.224



		Session:

		ANSI T1.224



		Transport:

		TCP, RFC1006



		Network:

		IP



		Link

		PPP, MAC, Frame Relay, ATM (IEEE 802.3)



		Physical

		DS1, DS-0 x n , V.34





[bookmark: _Toc365876007][bookmark: _Toc367618864][bookmark: _Toc368562175][bookmark: _Toc381720305][bookmark: _Toc436023457][bookmark: _Toc436025912][bookmark: _Toc436026072][bookmark: _Toc436037434][bookmark: _Toc437674417][bookmark: _Toc437674750][bookmark: _Toc437674976][bookmark: _Toc437675494][bookmark: _Toc463062928][bookmark: _Toc463063435][bookmark: _Toc279510789]Table 6‑1  Interface Protocol Stack





IIS:

A similar table in 2.2 OSI Protocol Support would be updated to include Ethernet.





GDMO:

No updates required.





ASN.1:

No updates required.
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NANC TBD452 – Working Copy

Origination Date:  11/20/2012

Originator:  Verizon Wireless

[bookmark: _Toc21398661]Change Order Number:  TBD452

Description:  Ethernet Connectivity to the NPAC

Functional Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT



		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		TBD

		TBD

		N

		N

		Y

		TBD

		TBD









(NOTE:  all references in this document to “T1” refers to a T1 Network Connection, not a T1 Timer in the NPAC)



Business Need:

Currently, the NPAC is configured to support dedicated circuits consisting of T1s or Fractional T1s.  As implementations of Next-Generation Networks increase and the use of Ethernet connectivity expands, Service Providers are beginning to encounter situations where T1 or DS3 connections are not available and the only type of connection option is via Ethernet.

In order to support technological changes, NPAC connections need to support Ethernet in addition to current T1 technology.



Description of Change:

This change order is being created to analyze and document the feasibility and timing of adding Ethernet Connectivity support to the NPAC interfaces for SOA/LSMS.

The current NPAC Connectivity Requirements allow for the use of T1s or Fractional T1s.

With this change order, a Service Provider may choose to use an Ethernet Connection to communicate with the NPAC.

The analysis should consider:

· Performance of Ethernet connections

· Reliability of Ethernet connections

· Automatic fail-over of Ethernet connections

· Impacts to the Service Provider’s network and network equipment

· Impacts to the Service Provider’s SOAs and LSMSs

· Impacts to Neustar’s network and network equipment

· Impacts to the NPAC





Requirements:

FRS section 6.4.1 Protocol Requirements.  Add Ethernet at Physical and possibly Data Link layer in R6-24.  This would allow the Service Provider to have the option to connect via Ethernet and take advantage of the latest advances in IP technology.



R6-24	Interface protocol stack

Both of the NPAC SMS interfaces, as defined above, shall be implemented via the following protocol stack:

		INTERFACE PROTOCOL STACK



		Application

		CMISE, ACSE, ROSE



		Presentation

		ANSI T1.224



		Session:

		ANSI T1.224



		Transport:

		TCP, RFC1006



		Network:

		IP



		Link

		PPP, MAC, Frame Relay, ATM (IEEE 802.3)



		Physical

		DS1, DS-0 x n , V.34





[bookmark: _Toc365876007][bookmark: _Toc367618864][bookmark: _Toc368562175][bookmark: _Toc381720305][bookmark: _Toc436023457][bookmark: _Toc436025912][bookmark: _Toc436026072][bookmark: _Toc436037434][bookmark: _Toc437674417][bookmark: _Toc437674750][bookmark: _Toc437674976][bookmark: _Toc437675494][bookmark: _Toc463062928][bookmark: _Toc463063435][bookmark: _Toc279510789]Table 6‑1  Interface Protocol Stack





IIS:

A similar table in 2.2 OSI Protocol Support would be updated to include Ethernet.





GDMO:

No updates required.





ASN.1:

No updates required.
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NPAC Ethernet Private Line Connectivity
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Choose your own long haul Ethernet provider… but cross connect into Neustar datacenters must be with a Neustar approved Ethernet provider. (Same as today)  



Neustar is currently working with 4 local Ethernet providers at Sterling & Charlotte to identify and build the appropriate infrastructure into each datacenter.  We will provide two cross connect options into each datacenter when completed. (Improvement: 2 options vs. 1 option today)       



Neustar recommends using different Ethernet providers in Sterling & Charlotte for route diversity. (Same as today)



Choose any increment of bandwidth up to 10 Megabits. (Max is1.5 with a T1)



Neustar highly recommends the use of eBGP for connectivity failure detection & seamless failover.  (Same as today) 



Mandatory Minimum Connectivity Requirements are still in play for the Ethernet Private Line option.  (Same as today)

MCR 1 – Redundant Circuits (1 to Sterling & 1 to Charlotte), 

MCR 2 – Separate Originating Local Loops 

MCR 3 – Public IP Addresses  











Ethernet Private Line - Details

4







Ethernet Private Line - Next Steps

5

Request SOW 



Short Term Solution:  Operational within 30 days of SOW signature.

Ethernet connectivity directly into NeuStar datacenters at a corporate level

Upon completion of Long Term Solution, all connections must be migrated to NPAC specific Ethernet infrastructure.



Long Term Solution:  Operational within 1 year of SOW signature.

Allows for specific NPAC design, procurement, testing, training, documentation, monitoring, SLR compliance, and final implementation.   
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NANC 372, SOA/LSMS Interface Protocol Alternatives, (V23)

Origination Date:  11/15/2002

Originator:  Bellsouth

[bookmark: _Toc72227019]Change Order Number:  NANC 372

Description:  SOA/LSMS Interface Protocol Alternatives
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Business Need:

Currently the only interface protocol supported by the SOA-to-NPAC interface and NPAC-to-LSMS interface is CMIP.  The purpose of this change order is to request analysis be done to determine the feasibility of adding other protocol support such as CORBA or XML.  The primary reasons for looking into a change would be, 1.) Performance, and 2.) Implementation complexity.



Description of Change:

Dec ’02 LNPAWG, after a brief introduction, the group agreed to discuss this change order in January ’03 in the new Architecture Planning Team meeting.



Jan ’03 APT, discussion:

The team began with a discussion on the CMIP Alternative Business Need in order to determine if we need to improve CMIP or identify an alternative.

· Dave Cochran, BellSouth and the originator of NANC Change Order 372, discussed potential drivers and cited:

· Cost of maintaining internal CMIP interface expertise and resources

· Ability to take advantage of in-house expertise for some of the newer architectures, e.g., CORBA, XML, JAVA, J2E

· It was stated that CMISE was considered a reasonable protocol for managing network elements in the mid-1990s due to its flexibility.

· LNP rules include encryption/decryption functionality.  We need to discuss authentication and associated issues.

· It was mentioned that if lowering the level of encryption is identified as a benefit for a new protocol, we should also consider that for CMIP.

· CMIP is a very robust protocol for describing and managing network elements, but where that robustness begins to become burdensome is subjective.

· We need to keep in mind that we need a real-time interface.





Feb ’03 APT, discussion:

Dave Cochran, BellSouth, will be providing more input (business drivers, data, operational feedback, etc.) to facilitate further discussion.  Sub-tasks still need to be prioritized.



Dec ’03 APT, discussion:

No further discussion at this time.  Leave off list of change orders discussed during the APT meeting.



Jan ’07 APT, discussion:

The APT was activated during the Nov ’06 LNPAWG meeting.  No discussion on alternative interfaces took place during that meeting, but change orders (including 372) were reviewed during the Jan ’07 meeting.  The brief discussion included:  CMIP-to-XML/SOAP -- It was asked if there is a business need to transition from CMIP to XML/SOAP.  It was suggested that since we are tunneling XML into CMIP, we should explore the future evolution of the interface.  Service Providers are to discuss internally any drivers for moving from CMIP to XML/SOAP for the SOA and LSMS interfaces including the impact of increasing the size of messages.



Mar ’07 APT, discussion:

More discussion took place regarding an additional NPAC interface using XML/SOAP.  For the May ’07 meeting, Service Providers and vendors are to bring any additional data or information to share with the group.



May ’07 APT, discussion:

1.  The IT industry is generally moving towards an XML/SOAP interface.  However, there are performance issues and questions.  Message size would be greatly increased.  Need to investigate compression capabilities.

2.  It will be worth pursuing for the long term.  Not sure what is next step.  Need to find a business driver for pursuing this.

3.  The WICIS transfer is planning on implementing a flash-cut to XML (Sep ’08).  Plan is to continue to support CORBA interface for testing purposes only.  Keep this in mind when planning the NPAC implementation.

4.  The group will discuss more during the Jul ’07 mtg, including pros/cons analysis, LOE, and any input on the business case.



Jul ’07 APT, discussion:

1.  In response to May ’07 #3 above, a question was asked about the ATIS decision to move WICIS from CORBA to XML/SOAP.  It was explained that the major driver for the ATIS recommendation was to consolidate the various systems onto a single interface type (XML/SOAP), and not necessarily specific to WICIS.  It was also mentioned that the NPAC would be supporting two interface types by adding XML/SOAP, since both CMIP and XML/SOAP would need to be supported on the NPAC for the foreseeable future.  Sunsetting of the CMIP interface (and only having the XML/SOAP interface) was briefly discussed, but it was also mentioned that the industry has never sunset any previous NPAC functionality.

2.  All Service Providers will investigate internally whether or not their companies are moving towards XML/SOAP, and whether or not they support the ATIS position of consolidating interface types towards XML/SOAP.  This will be discussed at the Sep ’07 meeting, to gauge industry interest in developing an XML/SOAP interface for the NPAC.



Sep ’07 APT, discussion:

1.  Deb Tucker, VZW, provided the historical info (from multiple ATIS documents) for ATIS and the single interface item.  The current situation for most Service Providers is that new systems are going with XML and legacy systems stay on their existing protocols based on each company’s cost/benefit analysis.  The group agreed to continue to discuss this item in future meetings.  From the NPAC perspective, support for both interfaces is required since a flash cut cannot be assumed.

2.  Given the APT’s charter, the correct way to look at this change order is from an architecture perspective.  Several items to consider:  messaging (continue to use a session approach like CMIP, or an approach like web-services where it’s set up then broken down when the message is done?), security (how does it change with a web services approach?), message content/architecture (same messages used today with CMIP will be used for XML?), performance/message compression, business rules/error handling, efficiencies in data model (e.g., having DPC at the LRN level), audits (the effect on large messages).

3.  Business Case.  Need to get to the point where the group can either build or not build a strong business case.  May need a document to define an XML/SOAP interface which would help answer the question on the business case.  Security will be the first issue discussed at the Nov ’07 meeting.



Nov ’07 APT, discussion:

1.  The wireless group has been discussing this.  They will summarize their recent discussion, and forward some relevant bullet points on to the Architecture team.  These bullet points will be used as starting point discussions.

2.  The group will further discuss dedicated link versus VPN (http/https.  Private network/public network), IP security, .data security (encryption).



Mar ’08 APT, discussion:

Wireless service providers may have additional input after WICIS 4.0 implementation in Sep ’08.



Sep ’11 APT, discussion:

Discussion began again about moving to a different protocol (e.g., XML) in the NPAC, as this could be a driver to move to support IPv6.  The group agreed to review 372 and come to the November meeting prepared to discuss.



Nov ’11 APT, discussion:

The group reviewed the following slide deck, and began more detailed discussions.







Jan ’12 APT, discussion:

As part of our ongoing discussion on NANC 372 – Alternate NPAC Interface, Neustar agreed to put together a list of questions to assist providers with discussions within your company.  As part of Action Item 110911-APT-02 please review these internally and provide responses for our NANC 372 discussion in the January 2012 LNPA WG APT meeting.

Areas where decisions need to be made by LNPA WG:

1. Should the interface protocol be SOAP or HTTPS?

2. Should the interface data encoding be XML or JSON?

3. Should the interface be connection-oriented or connection-less?

4. Should the interface be session based (like the CMIP interface) or single request (like most web traffic)?

5. Should this be a push interface (like the CMIP interface) or should it be a pull/poll interface where providers ask the NPAC if there are any new transactions/messages for them?

6. Should the interface security be a digital signature (like CMIP) or HTTPS where the entire message is encrypted including client authentication?

7. Should recovery of missed data be SWIM based (like CMIP) or should the NPAC constantly attempt to send until successful delivery?

8. How can create/modify/delete notifications be enhanced to make them more efficient?

Current working assumptions:

1. SOA functionality will be implemented.

2. LSMS functionality will be implemented.

3. The interface protocol will be HTTPS.

4. The data encoding will be XML.

5. The interface will be connection-less.

6. The interface will be session-less based (authentication on each request).

7. The interface will push messages in real time.

8. Security will be HTTPS where NPAC generated keys are distributed to SOAs/LSMSs.

9. Recovery will be enhanced to deliver messages until successful.

10. Notifications will be enhanced for efficiency.



After the Jan ’12 APT and in preparation for the Mar ’12 APT, the following was added to document the discussion.  Discussion and updates from the Mar ’12 APT meeting, pro/con descriptions.



Interface Protocol – include SOAP envelope or use just straight HTTPS (XML/JSON).  Current Working Assumption:  interface protocol will be HTTPS (XML/JSON).

Given today’s computing environment, an interface protocol using HTTPS is the working assumption because it is widely used today.  The extra step of using a SOAP envelope is not necessary.

HTTPS (XML/JSON)

Pro – widely used today on the internet (with secure applications like online banking), smaller message, simplified by not using SOAP wrapper.

Con – over-all packet size is not as compact as a binary protocol (e.g., CMIP).

SOAP

Pro – widely used today on the internet.

Con – over-all packet size is not as compact as a binary protocol (e.g., CMIP), extra step of using a SOAP wrapper within HTTPS is not considered necessary, extra step uses more system resources, extra step requires more development, synchronous so NPAC and SOA/LSMS would need both Client and Server.



Data Encoding – XML or JSON.  Current Working Assumption:  data encoding will be XML.

XML is widely used throughout the software industry and people resources are readily available.  XML has gone through years of standardization and it uniquely provides standards-based solutions for cases that deal with extensibility, digital signing, and data encryption.  XML is a good choice for native data representation for the NPAC.  This addresses one of the business needs of this change order which is to minimize implementation complexity.  JSON is the newest technology.  However, since it is newer, there are not as many development tools available nor is it as widely known.

XML

Pro – widely used today, people resources readily available, less implementation complexity, wide variety of development tools available, very rich syntax that allows for expression of complicated data structures.

Con – not cutting-edge technology, longer parsing time, verbose.

JSON

Pro – newest technology, less complex so faster parsing time, less restrictive data interchange protocol, smaller packet size, more readable.

Con – lacks standardization, less mature and not as well known as XML, fewer development tools available, fewer people resources available, fewer production implementations than XML, less rich syntax limiting expression of data structures.



The following is a comparison of the NPAC Service Provider objects defined in XML and JSON (assume just ID, name, and type).  This demonstrates that XML is more clearly and more specifically defined than the JSON syntax definition/specification (JSON definition is descriptive only).

1. SPID – XML is defined as a four byte string.  JSON is just a string.

2. Name – XML is defined as up to a 40 byte string.  JSON is just a string.

3. Type – XML is restricted to one of six defined values.  JSON is just a string.



XML schema:

        <xs:simpleType name="ServiceProvId">

                <xs:restriction base="xs:string">

                        <xs:length value="4"/>

                </xs:restriction>

        </xs:simpleType>

        <xs:simpleType name="GraphicString40">

                <xs:restriction base="xs:string">

                        <xs:maxLength value="40"/>

                </xs:restriction>

        </xs:simpleType>

        <xs:simpleType name="ServiceProvName">

                <xs:restriction base="GraphicString40"/>

        </xs:simpleType>

        <xs:simpleType name="ServiceProvType">

                <xs:restriction base="xs:token">

                        <xs:enumeration value="wireline"/>

                        <xs:enumeration value="wireless"/>

                        <xs:enumeration value="non_carrier"/>

                        <xs:enumeration value="class1Interconnected"/>

                        <xs:enumeration value="sp_type_4"/>

                        <xs:enumeration value="sp_type_5"/>

                </xs:restriction>

        </xs:simpleType>

        <xs:complexType name="ServiceProvNetworkData">

                <xs:sequence>

                        <xs:element name="service_prov_id" type="ServiceProvId"/>

                        <xs:element name="service_prov_name" type="ServiceProvName" minOccurs="0"/>

                        <xs:element name="service_prov_type" type="ServiceProvType" minOccurs="0"/>

                </xs:sequence>

        </xs:complexType>



The following is a sample of the XML data segment:



        <...>

                <service_prov_id>X109</service_prov_id>

                <service_prov_name>Service Provider/3</service_prov_name>

                <service_prov_type>non_carrier</service_prov_type>

        </...>








JSON syntax definition/specification:



        ServiceProvId           service provider identifier as a JSON String of 4 characters



        ServiceProvName         service provider name as a JSON String of maximum 40 characters



        ServiceProvType         service provider type as a JSON String with the following possible values



                                        wireline

                                        wireless

                                        non_carrier

                                        class1Interconnected

                                        sp_type_5

                                        sp_type_6



        object

        {

                ServiceProvId   service_prov_id ;

                ServiceProvName service_prov_name ; [ OPTIONAL ]

                ServiceProvType service_prov_type ; [ OPTIONAL ]

        }

        ServiceProvNetworkData;



The following is a sample of the JSON data segment:



        {

        ...

                "service_prov_id" : "X109" ,

                "service_prov_name" : "Service Provider/3" ,

                "service_prov_type" : "non_carrier" ,

        ...

        }



[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Connection.  Current Working Assumption:  interface will be connection-less.

The current CMIP interface is connection oriented (permanent between maintenance windows).  The SOA/LSMS initiates a connection (called an “association”) to the NPAC.  The NPAC never initiates a connection.  Once a connection is established, requests/responses (i.e., messages) can be sent as long as the connection remains active, which is until the SOA/LSMS unbinds or the association is aborted.  Today’s CMIP connections generally come up on Sunday morning, and remain up until the next weekend’s maintenance window starts.

In a connection-less environment (transient), each request establishes a connection (opens a port), sends the message, gets an acknowledgement, then tears down the connection (closes the port).  

This also follows the paradigm of normal HTTP traffic flow.  In addition to the client that makes requests, the local system would also implement a server to process responses.  The request and the response (which constitute a single transaction) would be tied together with something like an invoke-ID or transaction ID.

Connection

Pro – NPAC needs to implement Server only, SOA/LSMS need to implement Client only, Service Providers do not need to open up a port in corporate firewall for NPAC-originated messages.

Con – more development since system needs to maintain state information, more development needed to handle potential of stale connections, need to implement heartbeat message to ensure connection is available, the more system resources are used the more system performance is impacted.

Connection-less

Pro – follows today’s paradigm of normal web traffic request processing, implementation does not need to maintain connection state information, connection persistence can be managed at the HTTP protocol level, idle/inactivity timouts can be managed at the network level, less use of system resources means better system performance.

Con – NPAC and SOA/LSMS need to implement both Client and Server, Service Providers need to open up a port in corporate firewall for NPAC-originated messages.



Session.  Current Working Assumption:  interface will be session-less.

In a session-based environment (e.g., online banking where you log in and validate your credentials), information is placed in your browser cache or a cookie (e.g., a key or token) that gets transmitted with every subsequent request for the duration of the session, such that you are validated from your initial login information, and do not need to re-validate each time.  The server side maintains state information.

In a session-less environment, each request contains security validation that may be required for each new TCP connection attempt.  There are options available for client authentication of each new connection request, such as a certificate that resides in the client (mandatory client certificate check as part of TLS handshake in order for the server to validate the requestor).  Another option is a security key exchange on each request.  This approach removes the need to link a period of time to the session between the SOA/LSMS and the NPAC.

Session

Pro – once session is authenticated upon login subsequent requests only require session validation.

Con – more development since session is persistent and needs to maintain state information on Server side, more system resources to maintain that persistence.



Session-less

Pro – less development since no need to maintain state information, flexible load-balancing can be used to manage workload (in HW and SW solutions) for both NPAC side and SOA/LSMS side in a web-services environment.

Con – requires system resources to perform security authentication on every request.



Push/Pull.  Current Working Assumption:  interface will push messages in real-time.

The current CMIP interface is push oriented.  Whether originating from the SOA/LSMS or the NPAC, whenever a message needs to be sent, it is “pushed” out by the originator (Client, in CMIP called a Manager).  In order for this to work in an HTTP environment, each side (participating end-point) needs to have both a Client (CMIP Manager) and a Server (CMIP Agent).  Only the Client can initiate a request.

In a pull/poll environment, the SOA/LSMS will always be the Client, and the NPAC will always be the Server.  The SOA/LSMS will periodically (e.g., every 5 seconds) ask the NPAC if there are any new transactions/messages for the local system.  The implementation of pull/poll might be simpler (e.g., only a Client is required), however pull/poll will introduce unnecessary messages (may not be any new work to perform during that interval), and may require additional authentication for each pull/poll.  The data synchronization will be dependent on the polling interval of the client.

Push

Pro – messages sent in real-time

Con – more complex development since NPAC and SOA/LSMS implement both Client and Server.

Pull

Pro – simpler development since NPAC implements Server only and SOA/LSMS implements Client only, message efficiency since sent in batch (e.g., if pull every 10 seconds,  and 15 transactions generated during that interval, one message contains 15 transactions),

Con – messages not sent in real-time (e.g., if pull every 10 seconds, transaction could be 9 seconds “old”), 



Interface Security.  Current Working Assumption:  end-point security will be achieved by enforcing HTTPS client-authentication during the connection establishment phase where NPAC generated keys are distributed to SOAs/LSMSs to facilitate HTTPS client-authentication.

The current CMIP interface uses a digital signature for each message/request.  Once a secure association is established, messages are sent in binary encoded format.

In an HTTPS environment the message will be encrypted including some form of client authentication for each and every message.



Recovery.  Current Working Assumption:  recovery will be enhanced to deliver messages until successful.

The current CMIP interface uses a SWIM-based or time-based recovery method (SWIM = Send What I Missed).  This requires the SOA/LSMS to request the recovery of missed messages.  The queries related to recovery processing can be resource-intensive for both the NPAC and the SOA/LSMS.

Alternatively, in a “successful delivery” method, the NPAC would continue to send missed messages (tunable interval) until delivery is successful.  This method would simplify the implementation and complexity of the system.  Successful delivery would maintain a queue, and only send messages if the SOA/LSMS is accepting messages (existing NPAC functionality for Out-Bound Flow Control would limit the number of unresponded-to messages that have been sent).  Another related option that can be considered is a message from the SOA/LSMS that indicates “I’m back online, go ahead and start sending now”.

SWIM Request/SWIM Response

Pro – SOA/LSMS recovery mechanism same as today’s CMIP.

Con – more development to implement recovery (request/response), recovery is resource intensive for both NPAC and SOA/LSMS, current messaging is queued until recover is completed.

Retry until Successful Delivery

Pro – no timeout or retry quantity to exhaust, only sends messages if SOA/LSMS capable of accepting message.

Con – retry continues even if SOA/LSMS not capable of successfully processing (can accept message but cannot process message).



May ’12 APT, discussion:

The group agreed to move forward based on the current working assumptions.  If changes are needed during requirements development, it will be addressed at that time.  In summary, here are working assumptions:

· Interface Protocol – HTTPS

· Interface Data Encoding – XML

· Interface Connection –connection-less

· Interface Session – session-less

· Interface Environment – push

· Interface Security – HTTPS client-authentication

· Missed Message Delivery – retry until successful






Issue Tracking:  (as of 36/1430/12)



Issue 1:  Architecture Decisions

Status:  OpenResolved

Description:  Jan/Mar ’12 APT discussions documented in notes above.  Need review, discussion, and decision on the following:

1. Interface Protocol, straight HTTPS (XML/JSON) or SOAP?

2. Data Encoding, XML or JSON?

3. Interface, Connection-oriented or Connection-less?

4. Interface, Session-oriented or Session-less?

5. Interface, Push or Pull?

6. Interface Security, Digital Signature or HTTPS message encryption/client authentication?

7. Recovery, SOA/LSMS initiated request or NPAC deliver until successful?

Refer to May ’12 discussion notes for resolution.



Issue 2:  Security

Status:  OpenResolved

Description:  The security for the NPAC HTTP/XML interface needs to be discussed and consensus reached on how the interface will be secured.  In recent discussions it was proposed to use HTTPS to provide encryption of all messages exchanged over this interface.  For purposes of identification, a secure token or username/password approach was discussed.  These discussions are aligned with the Neustar assumptions for security.  Another option that could be discussed is embedding a digital signature similar to the existing CMIP interface.  Other approaches could also be considered.

Refer to May ’12 discussion notes for resolution.








XML Examples:



ActivateRequest – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <SOAtoNPAC>

            <ActivateRequest>

                <subscription_version_key>

                    <version_id>1000</version_id>

                </subscription_version_key>

            </ActivateRequest>

        </SOAtoNPAC>

    </messageContent>

</SOAMessage>





[bookmark: _Toc182709647][bookmark: _Toc192226969]ActivateReply – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <NPACtoSOA>

            <ActivateReply>

                <status>failed</status>

                <error_reason>

                    <error_number>1234</error_number>

                </error_reason>

            </ActivateReply>

        </NPACtoSOA>

    </messageContent>

</SOAMessage>





[bookmark: _Toc182709694][bookmark: _Toc192227010]SVCreateDownload – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<LSMSMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <NPACtoLSMS>

            <SVCreateDownload>

                <subscription_tn_version_id>

                    <tn>5555551234</tn>

                    <version_id>1000</version_id>

                </subscription_tn_version_id>

                <subscription_data>

                    <subscription_new_sp>SP01</subscription_new_sp>

                    <subscription_activation_timestamp>2001-12-17T07:30:47.0Z</subscription_activation_timestamp>

                    <subscription_lrn>70311122222</subscription_lrn>

                    <subscription_class_dpc>111011022</subscription_class_dpc>

                    <subscription_class_ssn>000</subscription_class_ssn>

                    <subscription_lidb_dpc>111011022</subscription_lidb_dpc>

                    <subscription_lidb_ssn>000</subscription_lidb_ssn>

                    <subscription_cnam_dpc>111011022</subscription_cnam_dpc>

                    <subscription_cnam_ssn>000</subscription_cnam_ssn>

                    <subscription_end_user_location_value>1000

                                 </subscription_end_user_location_value>

                    <subscription_end_user_location_type>04</subscription_end_user_location_type>

                    <subscription_billing_id>1234</subscription_billing_id>

                    <subscription_lnp_type>lspp</subscription_lnp_type>

                    <subscription_download_reason>new</subscription_download_reason>

                    <subscription_sv_type>wireline</subscription_sv_type>

                    <subscription_optional_data>ALTSPID=”2222”</subscription_optional_data>

                </subscription_data>

            </SVCreateDownload>

        </NPACtoLSMS>

    </messageContent>

</LSMSMessage>





[bookmark: _Toc192227000]DownloadReply – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<LSMSMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <LSMStoNPAC>

            <DownloadReply>

                <status>success</status>

                <lsms_completion_ts>

                    <version_id>1000</version_id>

                    <completion_ts>2001-12-17T07:30:47.0Z</completion_ts>

                    <download_reason>new</download_reason>

                </lsms_completion_ts>

            </DownloadReply>

        </LSMStoNPAC>

    </messageContent>

</LSMSMessage>





[bookmark: _Toc182709611][bookmark: _Toc192226933]AttributeValueChangeNotification – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <NPACtoSOA>

            <AttributeValueChangeNotification>

                <tn_version_id>

                    <single_version>

                        <tn>5512342345</tn>

                        <version_id>1000</version_id>

                    </single_version>

                </tn_version_id>

                <ObjectInfo>

                    <subscription_status>active</subscription_status>

                </ObjectInfo>

            </AttributeValueChangeNotification>

        </NPACtoSOA>

    </messageContent>

</SOAMessage>





[bookmark: _Toc182709592][bookmark: _Toc192226923]NotificationReply – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <SOAtoNPAC>

            <NotificationReply>

                <status>success</status>

            </NotificationReply>

        </SOAtoNPAC>

    </messageContent>

</SOAMessage>










FRS:

TBD.





IIS:

TBD.

Refer to the IIS, Part 2, CMIPversusXML – working draft (separate document).





GDMO:

None.





ASN.1:

None.





XML:

TBD.

Refer to the XML schema – working draft (separate document).



M&P:

TBD.
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NANC 372 Business Need


Development of applications that use the CMIP protocol typically require specialized senior resources


Web development resources for XML are typically more common


Analysis and problem diagnosis with XML is less complex


Tools required for development and analysis of XML are less expensive and in most cases open source


For HTTP/XML there are no application level changes for support of IPv6


CMIP requires the OSI stack and the CMIP toolkit support IPv6


Potentially support multiple delivery endpoints in the providers network


Potentially support multiple request endpoints in the providers network
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NANC 372 Potential Interface Improvements


Notification delivery strategy


Allow requestor to determine what notifications they receive


Recovery strategy


Send messages repeatedly until they are successfully delivered


Performance improvements using encryption hardware designed for high volume traffic


Message efficiency examples:


Combine the create and activate request for intra-provider ports


Create multiple network objects (NPA-NXX, LRN) in a single request via a list or range


Create multiple SVs in a single request via a list


Activation of multiple SVs in a single request via a list
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NANC 372 Interface Design


Existing SOA and LSMS interface functionality will be implemented


Including any LNPAWG optimizations and changes


Should the interface be session based or stateless?


Should the interface operate as:


Synchronous request response or


Request then acknowledgement followed by an asynchronous response and then acknowledgement? 


How does messaging from the CMIP interface affect/interact with the XML interface and vice-versa?


Should the interface be a push (same as CMIP) or pull?
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NANC 372 Topics for Future Meetings


XML interface security


HTTPS


Certificates


Digital signature


XML interface message efficiency


XML interface functionality improvements


Impacts of migration to the new interface
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